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Abstract
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INTRODUCTION

The underlying forces behind what we claim is an increasing interest in collective intelligence are specialization and knowledge distribution. As society becomes ever more specialized and knowledge distributed, it also becomes more complex, and we become increasingly dependent on how to integrate all this knowledge (Tsoukas, 1996; Grant, 1996). This is what is behind the knowledge economy and the increased importance of intangibles such as knowledge and intellectual resources, the need for innovation, and the means to realize intellectual capabilities. As a result, organizational effectiveness and innovation have become more dependent on what has been called knowledge management. In early studies of this development, the issues of knowledge management were largely identified as how to capture and redistribute knowledge with the help of new information technology. Following that, focus turned to other aspects of managing organizational knowledge, such as processes, special forums, training programs, mentoring, and so forth, but still with the tools and thinking of the industrial society (see Furusten & Werr, 2012, for a recent overview). Most of the research on knowledge management, however, avoided addressing a central phenomenon in knowledge integration and organizational coordination, namely the professional work groups and micro-systems1 (Gardner, Gino, & Staats, 2012). Studies show that the proportion of coordination in organizations, in the form of more or less independent work groups, increases in general and especially in so-called cross-functional teams2 (Benders et al., 2001; Pearce & Conger, 2003; Salas et al, 2008; Klein et al, 2009, DeChurch & Mesemer-Magnus, 2010; Cross, Rebele, & Grant, 2016). Both governmental agencies and private industry are increasingly relying upon work teams as a preferred performance arrangement to fulfill their visions, execute their complex missions, and accomplish their goals (Salas et al, 2008). Sweden, may in this respect, be one of the countries where development has progressed the furthest.

The underlying change driving the increase in the use of groups and teams for coordination is, of course the increasing number of specialists needing to come together and coordinate. This, in turn, drives complexity, and the only way for organizations to deal with complexity in the long run is by intelligence; intelligent coordination. As this report will show, some of the most important means of realizing organizational intelligence will be the cognitive, social and emotional capabilities of teams. Integrating knowledge between individuals, at group level, is not merely a matter of connecting different forms of information sources. Instead, attention needs to focus on the quality aspects by which knowledge can be integrated and coordinated, what we here will call collective intelligence. Despite a vast literature on teamwork and group effectiveness, present theory speaks very little about the cognitive and emotional dimensions of teamwork, yet those are exactly what will become the cornerstones of performance in the changing economy (Goyal & Akhilesh, 2007). There is ample support in the literature for the contention that team-based forms of organizing are beneficial both to organizations and to individuals. Team-based work leads to improvements in organizational performance on measures of both efficiency and quality (Klein et al, 2009). However, the simple existence of a team-based organizing structure is not enough to ensure that positive outcomes will result. Teams must be nurtured, supported, and developed, or else they

1 Micro-systems can be described as collaboration, at a specific time, between a given set of individuals. These micro-systems are sometimes identifiable groups, such as management-teams, but often occur in more temporary constellations, such as a temporary coordination meeting or spontaneous meetings of coordination between colleagues. They are occasions where individuals, as knowledge carriers, must integrate their knowledge for an organizational purpose, either within or between organizations.

2 A group created to bring together different functional competencies and specialists for collaboration or innovation.
may actually be a worse alternative to individuals working alone (Lyubovnikova et al, 2015).

In the end, today’s organizations are populated with an increasing number of work teams, because of increasing specialization of knowledge. Motivated and successful teams, coordinating this knowledge, are becoming the key to successful organizations, but knowledge integration in work teams continues to be a prominent issue in most organizations. Our hope is that this report will contribute to our understanding of these phenomena and the development of organizational strategies for collective intelligence.

SOME THEORETICAL BACKGROUND ABOUT TEAMWORK

Due to our long history of interest in the theory of groups, there is much literature available about the functioning of groups. Existing theory describes well various aspects of group development (e.g., the stages of group development such as forming, storming, norming, performing and adjourning), as well as group dynamics, describing various group-generic competencies such as collaboration, conflict resolution, norms and standards, communication, goal-setting, and so forth, and how they are related to each other and group performance (Goyal & Akhilesh, 2007). Kuipers and Stoker (2009) describe various schools of thought that deal with the issues of how groups develop. These are divided into three main types:

1. **Phase models** (including group dynamics, consultancy, and sociotechnical phase models): The most commonly used and cited approach in the group-dynamics literature is the group development theory by Tuckman (1965). This theory describes five phases through which a group passes: Forming, storming, norming, performing and adjourning.

2. **Recurring phase models**: Criticisms of phase model theories led to the development of another perspective on teamwork phases which sees the development process of a team as much more complex than sequential phases. Gersick (1988; 1989) introduced the idea of two main phases—her punctuated equilibrium model—in which an initial phase, half way through the group’s lifespan, undergoes a transition into a certain action phase.

3. **Process models**: Another, more process-oriented, theory linking teamwork to performance is Gladstein’s concept of group processes (1984). In her study of 100 small sales teams (two-four people), she showed that the group processes were clearly divisible into an intra-group process and a boundary management process. The first included aspects such as open communication, supportiveness, conflict management, and discussion of strategies. She defined boundary management as the “degree of misunderstanding with external groups.” A feature of Gladstein’s theory is that it sets out to describe the processes occurring within teams without trying to order what comes first and what comes last. She also considers the intra-group processes and boundary management to be parallel processes.

Based on their extensive review of team development literature, Kuipers & Stoker propose to develop this perspective. Instead of linear phases, they describe team development and the building of a representation in a work group as three general team processes:

- **internal relations**—goal orientation, planning activities, feedback, conflict management;
- **task management**—multi-functionality (the team members often interchange tasks), delegated management and support tasks, work communication (the team members share information about the work), decision-making and control (the team divides the tasks), performance management (the team acts on mistakes); and
- **external relations and improvement**: Improvement activities (the team members often take initiatives for improvement), external relations, (the team solves problems with their related parties), advanced management and support activities, (the team arranges back-up and support when necessary).

In addition to group development, many other aspects of group dynamics and group-generic
Competencies have also been extensively studied. Here follow some examples compiled by Goyal & Akhilesh (2007):

- the impact of task type and group size upon individual and group performance, studied by Steiner (1966, 1972, 1974) and by Hackman (1976, 1977);
- the relevance of group member characteristics (Hoffman & Maier, 1961);
- research on group interaction, group processes in terms acts and participants (Bales, 1950, 1953; Bales and Slater, 1955; Bales and Strodtbeck, 1951);
- the nature and impact of group needs, group member motivation and coordination (Steiner, 1972; Hackman and Morris, 1975; Hare, 1973, 1976);
- task- and team-generic competencies such as: conflict resolution, collaborative problem-solving, communication, goal-setting and performance management, planning and task coordination (Cannon-Bowers et al., 1995; Stevens and Campion, 1994; Swezey and Salas, 1992);
- group personality, intelligence, emotional intelligence (Halfhill et al., 2005; Williams and Sternberg, 1988; Gantt & Agazarian, 2004). At the individual level, for example, social skills have been underlined for effective performance in team settings (Campion et al., 1993; Mohrman and Cohen, 1995).

Although there is extensive theoretical and research output about various characteristics of group and teams, agreement has not been reached on more comprehensive and generic factors, or abilities, which could underlie the development of structure and function of groups. Attention has been directed primarily toward understanding tasks rather than emotional elements (Kelly & Barsade, 2001). However, interest in studying affective (emotional), cognitive and behavioral mediational processes has increased, but the efforts have been fragmented and non-cumulative, partly due to a lack of generally accepted and distinct constructs. Also, when it comes to measurements, which is one of the essential prerequisites for dependable research output, existing literature has very little to offer. Goyal & Akhilesh therefore calls for a need to research and develop the conceptual tools to capture the phenomena of personality, intelligence, emotions, learning, and creativity at group level. One of the purposes with this report is therefore to give an overview of these aspects of groups in relation to intelligence.

**COLLECTIVE INTELLIGENCE AT GROUP LEVEL**

Studies of micro-systems, either in the form of groups or meetings, shows that the variation in the degree of knowledge integration is high, both from quantitative and qualitative perspectives (Wheelan, 2005; Losada & Heaphy, 2004; Edmondson, 1999; Rico et al., 2008; Runsten, 2011; Werr & Runsten, 2013). Lately, these variations in the quality of micro-systems have started to be termed collective intelligence (see below under *What is collective intelligence?*). Studies of groups performing different forms of cognitive tests have verified that groups do develop some form of measurable and variable intelligence, called c-factor, in a similar way that individuals do, the g-factor (Woolley et al., 2010). Since the development of the g-factor as a measure of individual intelligence, it has been widely recognized as a major factor accounting for performance in various domains. There is no reason this should not hold true for groups as well. Individual intelligence has been analyzed in several fields, for example, psychology, neuropsychology, and sociology. Thus, there are various models of human intelligence. Wechsler, for example (1958), defined intelligence as “the aggregate or global capacity of the individual to act purposefully, to think rationally, and to deal effectively with his environment”. However, group intelligence is a concept distinct from the concept of individual intelligence, and as Szuba (2001) noted, research is comparatively poor when it comes to intelligence of groups. Only a few books can be found on the subject. In the interdependent context of groups, group members may be involved in collaboration differently due to their abilities and desires, yielding a system with characteristics and capacities unlike those which one group member would display alone. Collective cognition differs from individual cognition because it encompasses a social and a communicative dimension. Thus, group intelligence could be said to be the
functional intelligence of a group of people working as a unit (Williams & Sternberg, 1988). Just as an individual’s intelligence may be based on many aspects of his or her behavior, so may the functional intelligence of a group consist of many aspects.

Glynn (1996) extended the concept of individual intelligence to organizational intelligence and argued that it is "an organization’s capability to process, interpret, encode, manipulate and access information in a purposeful, goal-directed manner, so it can increase its adaptive potential in the environment in which it operates." The collective intelligence of an organization would then be embedded in its systems, routines, operating procedures, symbols, culture, and language. It relates to and can increase the intelligence of groups if these systems encode declarative and procedural knowledge that is complex, information-rich, and isomorphic with environmental demands (Glynn, 1996). In addition to organizational intelligence, the collective intelligence of a specific team would then reside in its capacity for information processing with which the group would be able to solve problems, the quality and timing of its decision-making and so forth. In this report, we argue that variations in the capacity for knowledge integration and coordination, at group or micro-system level, could be called one form of collective intelligence. This variation could, in addition to structural conditions, be linked to cognitive, psychosocial, and behavioral factors of knowledge integration and, hence, through the group, such factors could be related to successful organizational coordination.

When different individuals’ knowledge should be integrated for a specific purpose, individual, situational, and social conditions will matter (Carlile, 2004; Schön, 1983, Edmondson, 1999). Depending on experience, professional and organizational background, and so on, different individuals have different representations (mental models) of the situation (Brandon & Hollingshead, 2004; Mohammed & Dumville, 2001; Rico, Sánchez-Manzanares, Gil, & Gibson, 2008). Such differences are central to knowledge integration because they represent potential for new knowledge and innovation (Hargadon, 1998; Hargadon & Bechky, 2006), but they also present challenges in the form of potential misunderstandings and negative conflicts (Edmondson, 1999), knowledge boundaries (Carlile, 2004), focus toward either outcome or process (Woolley, 2009), high or low levels of trust (Langfred, 2004), and defensive behavior (Argyris & Schön, 1978) and so forth. These challenges are particularly evident in so-called knowledge-intensive work, characterized by complexity and ambiguity, and allowing for a wide range of interpretations of both task and goals (Alvesson, 2004).

If we summarize the above, it is here argued that organizations are increasingly becoming dependent on micro-systems for intelligent knowledge integration, and ultimately for their performance, innovation, and renewal. At the same time, research shows that knowledge integration in micro-systems still demonstrates a high degree of variability regarding efficiency and coordination—collective intelligence—and that this variation is dependent on factors that organizations, as of today, have obvious difficulty measuring and controlling. Both to develop and to increase leverage of existing organizational structures and investments, organizations need to increase the control of such phenomena, which in turn means an increased need for understanding what collective intelligence is and how it’s formed. Critical questions would be:

- What are the relationships between individual, micro-system, and organizational intelligence?
- What is intelligence at micro-system level?
- What are the factors that influence intelligence at micro-system level?
- How can these factors, in turn, be influenced, from an organizational perspective?

The following report is a compilation of studies conducted on the phenomena of collective intelligence at the micro-system level and related factors. The purpose of the report is to provide a summary of what these studies show and indicate some answers to the above questions. The first part of the study summarizes the collection of data and the sources used.
COLLECTION OF DATA AND SOURCES

The database EBSCO/Business Source Premier was used to search for relevant articles in academic journals. Since collective intelligence is a rather new way of coining the phenomena of quality in knowledge integration at group level, the search was extended to include previous headlines of such studies, such as learning, decision-making, and problem-solving. The term collective intelligence is also used for other collective phenomena, from insect behavior to Wikipedia. Since this study focuses on group level, the terms group and team performance were added. The term performance was added to find articles that discuss the quality of collective intelligence in relation to the purpose of the group or team.

EBSCO/Business Source Premier, search criteria: Full text, Peer reviewed, Academic journals, Article:

- Collective intelligence
- Group/team intelligence
- Group/team decision-making + group/team performance
- Group/team problem solving + group/team performance
- Group/team learning + group/team performance

A total of 92 articles and two dissertations were selected based on the search. In addition, literature previously identified as relevant from the list of references in the dissertation Collective Ability (Kollektiv förmåga, Runsten, 2011), were added. The search of the database was conducted during the period of December 2014 to February 2015. For a full list of referenced literature in this report, see below.

WHAT IS INTELLIGENCE?

In common language, intelligence is often understood as a capability of abstract reasoning, and mostly, such reasoning at an individual level. Intelligence, so defined, has been measured since the early 1900s based on the discovery of a statistical factor, the so-called g-factor, by Charles Spearman. His studies showed that people with a capability of advanced cognitive reasoning in one form of tests often had the same capability in other cognitive tests, hence a general intelligence or capacity for cognitive reasoning. From this, the so-called IQ or intelligence tests were developed and said to measure intelligence. Today, these tests are seen as among the most accurate (in the technical terms reliability and validity) of all psychological tests and assessments (Gottfredson, 1997), but the brains processes, underlying this intelligence are still little understood. Current research looks, for example, at speed of neural transmission, glucose (energy) uptake, and electrical activity of the brain. However, IQ has repeatedly been strongly related to many important educational, occupational, economic, and social outcomes. Its relation to the welfare and performance of individuals is very strong (education, work life). It is also moderate but robust related to social competence, and modest but consistent related to, for example, law-abidingness. A high IQ is an advantage in life because virtually all activities in modern life require some reasoning and decision-making. The practical advantages of having a higher IQ increase as life settings become more complex, as in novel, ambiguous, changing, unpredictable, or multifaceted environments. Conversely, a low IQ is often a disadvantage, especially in a disorganized environment. Even though a high IQ is no guarantee for success in life, the odds for success in our society greatly favor individuals with higher IQs (Gottfredson, 1997, Malone & Bernstein, in press).

Intelligence as IQ is not measuring what is intelligent, but rather individuals’ capabilities for intelligence, like abstract reasoning. If we, as here, are interested in what acting intelligently is, we need to look at other definitions of intelligence. A generally accepted definition has never been reached, but by looking at different definitions that exist, we can identify some essential criteria that need to be fulfilled for something to be called intelligent. It would be a capability

- in the form of a cognitive process: “Intelligence is a very general mental capability that, among other things, involves the ability to reason, plan, solve problems, think abstractly, comprehend complex ideas, learn quickly, and learn from experience” (Gottfredson, 1997);
- used in relation to an interpretation of the environment, a certain situation: “it reflects a
broader and deeper capability for comprehending our surroundings—catching on, making sense of things, or figuring out what to do” (Gottfredson, 1997), “the ability to learn or understand or to deal with new or trying situations” (Merriam-Webster dictionary, March 2016);

- in which values and goals are defined: “the ability to solve problems, or to create products, that are valued within one or more cultural settings” (Gardner, 1993), “Intelligence measures an agent’s ability to achieve goals in a wide range of environments” (Legg & Hutter, 2007);

- and it would be a capability used to governing mindful actions: What defines actions as intelligent or not, is not the action or its results then luck would be intelligence, but the combination of acting with intention. Ryle (1949) uses the clown as an example to demonstrate how even “stupid” actions can be intelligent, due to their intentions: “He trips and stumbles on purpose and after much rehearsal and at the golden moment and where the children can see him and so as not to hurt himself.” Weick & Roberts (1993) call this tripping heedful and argue that the essence of intelligence is in the intended action (and as we turn our focus to collective intelligence—heedful interrelating). Heed adverbs—such as carefully, attentively, and conscientiously—attach qualities of mind directly to action. Note that “mindful governing of actions” is covering both the execution of planned actions, as well as using the defined values and goals when being reactive to changes in the environment.

Important for later discussions on collective intelligence is that for something to be intelligent it is not enough to have the potential for intelligence, as in the mind or IQ, nor is it enough to act, since it needs to be action with intention. Intelligence is doing something intelligent, by using cognitive resources, in relation to a specific situation in which certain values or goals have been identified as desirable. This can be illustrated as in Figure 1. Although it implies a sequence, it is important to note that the reversed sequence is also relevant to understand in intelligent actions. As you act in an environment, the actions in themselves are changing the environment as well as being interpreted in relation to desired outcomes.

**Figure 1: The process of intelligence**

Based on this, we will use the following operational definition of intelligence in this report:

Intelligence is a capability in the form of a cognitive process used in relation to an interpretation of the environment, a certain situation, in which values and goals are defined and used in governing mindful actions.

**WHAT IS COLLECTIVE INTELLIGENCE?**

The phrase “collective intelligence,” although rather new in scientific and organizational use, has been used descriptively since at least the 1800s (Malone & Bernstein, in press). In its first use, it described both the development of knowledge and science (Graves, 1842; Shields, 1889), the people’s sovereignty in government (Pumroy, 1846), and of society as a whole: “The extent to which [society will evolve] will depend upon the collective intelligence. This is to society what brain power is to the individual.” (Ward, 1906). Other early examples of the idea, but not the term, are the economist Adams’ “invisible hand” (1795), “the crowd mind” (LeBon, 1895), and “collective consciousness” (Durkheim, 1893). In the early 1970s, the term “collective intelligence” began to be used in scholarly journals. It has since then been
used for widely differing phenomena from insect behavior to groups of mobile robots. Here, our interest lies in groups and collective intelligence as a factor in cooperation at group level. Early scholars using this notion were Wechsler (1971), Hiltz & Turoff (1978), Smith (1994), Levy (1994), Por (1995), Isaacs (1999).

Since the definition of intelligence so far has eluded mankind, it comes as no surprise that there are also a number of different definitions of collective intelligence. Malone & Bernstein (in press) compiled a fairly current list in 2013:

1. A collective decision capability at least as good as or better than any single member of the group (Hiltz & Turoff, 1978)
2. A form of universally distributed intelligence, constantly enhanced, coordinated in real time, and resulting in the effective mobilization of skills (Levy, 1994)
3. A group of human beings (carrying) out a task as if the group, itself, were a coherent, intelligent organism working with one mind, rather than a collection of independent agents (Smith, 1994)
4. The ability of a group to “find more or better solutions than … would be found by its members working individually” (Heylighen, 1999)
5. Collective intelligence is the *intelligence* of a *collective*, which arises from one or more *sources* (Atlee, 2003)
6. The general ability of a group to perform a wide variety of tasks (Woolley et al., 2010)
7. Harnessing the power of several people to solve a difficult problem as a group (which) can solve problems efficiently and offer greater insight and a better answer than any one individual could provide (Financial Times Dictionary, 2013)
8. The capacity of biological, social, and cognitive systems to evolve toward higher order complexity and harmony (Por, 2004)
9. A type of shared or group intelligence that emerges from the collaboration and competition of many individuals and appears in consensus decision-making in bacteria, animals, and computer networks (Wikipedia, 2013)

The authors themselves (Malone as head of the MIT Center for Collective Intelligence) give the following simple definition: groups of individuals acting collectively in ways that seem intelligent.

This definition is then explained. The definition does not try to define “intelligence” since there are so many ways to define it. By using the word “acting,” the definition requires intelligence to be manifested in behavior. By this definition, for example, the knowledge represented in a collection such as Wikipedia would not, itself, be considered intelligent, but the group of people who created the collection could be. The definition requires that to analyze something as collective intelligence one must identify some *group of individuals* who are involved. The definition requires that the individuals act *collectively*, that is, that there be some relationships among their activities. Finally, by using the word “seem,” the definition makes clear that what is considered intelligent depends on the perspective of the observer.

**THE DIFFERENCE BETWEEN COLLECTIVE INTELLIGENCE AND TEAM INTELLIGENCE**

As can be seen in the spread of the definitions, what is meant by collective can refer to many things. Aulinger & Miller (2014) argue that the discussion surrounding “collective intelligence” was even “more muddled” by the release of a book by the same name (Lévy, 1994). “It seems that any collective action can be labeled as an expression of *collective intelligence*.” Therefore, they set out to answer the question: Which recommended usages for the term “collective intelligence” can be given? They suggest a clear distinction between two forms of communal intelligence: “collective intelligence” on the one hand and “team intelligence” on the other hand. Their starting point is the following definition of intelligence: “Intelligence is the degree of a living thing’s ability to overcome challenges through the processing of information.” They then argue that collective intelligence should be defined as “the degree of ability of two or more living things to overcome challenges through the aggregation of individually processed information, whereby all actors follow identical rules of how to participate in the collective.” The last part about actors following identical rules is used to delineate collective intelligence from team intelligence. It is intended to distinguish phenomena such as market economies, ant colonies, Wikipedia, and so on, where what we call individual intelligence is not a necessity. Also, by following identical rules, it is implied that it is in the rules that we find the
intelligence. Opposed to that, team intelligence would then become “the degree of ability of two or more living things to overcome challenges through the aggregation of individually processed information, whereby the actors do not follow completely identical rules of how to participate in the team.” Hence, most forms of communal intelligence found in the real world are then presumably not a form of collective intelligence, rather forms of team intelligence that are well known in corporations, football teams, orchestras, and any other group acting in a specialized manner. Collective intelligence constitutes, according to Aulinger & Miller, a very special form of communal intelligence whose initial conditions exist much more rarely than those of team intelligence. In team intelligence, we would also expect to find the intelligence in the interaction of the involved. Since they do not follow identical rules, it means that they can vary their actions, and how these are varied will be part of what intelligence is formed.

Other authors have also argued along the same lines of distinction, that what we here refer to as collective intelligence at group or micro-system level should rather be called collective intelligence systems (Kornrumpf & Baumöl, 2013). They argue that collective intelligence, in general terms, should be defined as “the ability of sufficiently large groups of individuals to create an emergent solution for a specific class of problems or tasks.” A collective intelligence system is a subset to collective intelligence in the form of a complex socio-technical system (STS) that enables the realization of collective intelligence. They distinguish this from, for example, what has been called swarm intelligence, as the case where the individuals themselves possess only very limited intelligence but perform complex tasks. A phenomenon which can be observed in hive building and foraging behavior by insect swarms (as well as in market economies). They argue that this term should not be used on groups of humans who are individually intelligent. Their definition recognizes that collective intelligence is at the same time a property of the collective and a potential that needs to be realized.

By detailing the definition of collective intelligence to complex socio-technical-systems, Kornrumpf and Baumöl add some distinctive and important characteristics of collective intelligence at group level:

1. **Non-deterministic**: Here it denotes the idea that the behavior of the system cannot be predicted, even though its constituents and their individual behavior are known and even deterministic. Since the individuals are driven by their intelligence, rather than rules, their interrelating will become dynamic and unpredictable.

2. **Limited functional decomposability**: A system that is fully decomposable is one whose global functioning can be completely deduced from knowledge of the function of its sub-components. Complex socio-technical-systems cannot be broken down to its details. Isolating parts of the system either leads to an entirely different system or does not reduce complexity at all. For example, understanding one single individual of the system does not make us understand anything about the mechanics of the system as a whole.

3. **Distributed nature of information and representation**: “The term distributed is used here in three similar, albeit not identical, meanings. First, to indicate that information is not stored in a centralized place within the system and instead is physically or virtually distributed to different places. Second, that information is externalized from the individual’s point of view, i.e. it is stored or represented outside the individuals’ mind. Third, that for any specific piece of information it may not be possible to decide, where it is located within the system, even though the system as a whole is aware of the respective information.” (Kornrumpf & Baumöl, 2013) Per definition, none of the individuals within the collective is capable of building a complete representation of the problem and its solution. That would violate the conditions of collective intelligence as coordination of distributed knowledge in complex, ambiguous situations.

4. **Emergence and self-organization**: Self-organization is a way to prevent the system from drifting into permanent chaos due to complexity and randomness. In this way, the need for self-organization is also a consequence of complexity. Emergence implies that the situation, at least in part, is novel to the parts (members) of the system. The essence of self-organization is an adaptable behavior that autonomously acquires and maintains an increased order.
From this, we can summarize that collective intelligence at micro-system level is based on intelligent individuals acting in what becomes dynamic interrelating. Hence, they create a system with many different forms of drivers working at the same time. This system becomes truly complex, as we would expect if the conditions are to deal with ambiguous situations using distributed knowledge. Determinism or predictability would, under such conditions, imply that a group or micro-system display a specific pattern or solution that is predictable, although dealing with a complex and in many aspects ambiguous and unpredictable environment. The emergence of self-organization is the systems own way of dealing with the challenge of remaining a collective, in relation to the complexity of its environment, and not drift into chaos. It keeps organizing in what ultimately is a “non-organizable” situation.

We can therefore conclude two things from an organizational perspective. First, groups or micro-systems must to a certain degree be based on self-organization, since this is the only way to deal with the combined complexity of the environment and the dynamics of the micro-system itself, together creating conditions of infinite complexity. The groups or micro-systems are therefore always, to a certain degree, themselves framing their task. For the organization, this group-level creation of order will give the final relevance (function) of the system in relation to its task. From an organizational point of view, we can therefore understand the importance of leading such systems by purpose and values, since more specific imposed orders risk ending up in conflict with their need of self-organization. If we assume that complexity today increase, and reaches further and further down in the hierarchical organizations, then less and less of the organization becomes controllable and must be relied upon to self-organize. We should expect to see organizations creating their own meaning and organizing themselves increasingly through their micro-systems, that is bottom-up. The more control imposed from above, giving more structures, the higher the complexity for the micro-systems, which in turn result in less top-down control, due to an increasing need of self-organization at micro-system level.

Second, the more intelligent the micro-systems are, the more complexity they can deal with in their process of self-organization. If we have micro-systems capable enough, they will self-organize, and the degree of self-organization will reflect the intelligence in their system, if we assume that the micro-systems know and share the organizational purpose. A highly intelligent system (having relevant resources and dynamics) will be self-organizing in a more advanced way than a less intelligent system, since we can assume that complexity is infinite. How the system (group) organizes will therefore be a reflection (and possible measure) of its capability in relation to its task. We can conclude that supporting intelligence at micro-system level is an indirect way of organizing organizations in complex environments.

In the remaining text, we will continue to use the term collective intelligence instead of “team intelligence” or “collective intelligence systems,” but where it is deemed necessary, we will add the distinction “at micro-system level.” The reason is that the definition of “micro-system” is more relevant than “team,” to our perspective. This is because many of the cooperative moments and formats in organizations are at group level, but not defined as a specific “group” or “team” by the participants or their environment. Second, we also argue that the aggregation, or the average of collective intelligence at micro-system level, can be seen as an expression of collective organizational intelligence. It can even be seen as an average of intelligence at society level, even though it is still an aggregation of actors not following identical rules.

DEVELOPMENT OF OBSERVABLE AND MEASURABLE COLLECTIVE INTELLIGENCE

Although these definitions may make us believe that collective intelligence would be a phenomenon too complex to explain, this is not the case, but rather the opposite. According to Szuba (2001), “The scarce research done on collective intelligence can probably be explained by a widespread, unconscious fear among scientists that collective intelligence must surely be something much more complex and complicated.
than individual intelligence. Many people believe that collective intelligence a priori represents a higher level than that of the individual.” Instead, Szuba argues, “It is a paradox that the evaluation of the collective intelligence of social structures can be easier than the evaluation of the IQ of a single being.” Individual intelligence has been evaluated based only on the external results of behavior during different kinds of cognitive challenges and the problem-solving processes. However, the neuropsychological processes in the brain are still very far from being observable. In contrast, many more elements of collectively intelligent activities and processes can be observed and, because of that, measured and evaluated. Szuba continues, “We can easily observe displacements and actions of beings as well as exchange of information between beings (e.g., language or the ant pheromone communication system). ... Collective intelligence can be evaluated with the help of abstract and chaotic models of computations and statistical evaluation of the behavior of beings in structured environments.” Szuba then develops a theoretical model of collective intelligence in social structures and a measurement; collective intelligence quotient (IQs). The model, as such, is supposed to be generic and used for any situations of collective intelligence, hence not only human interaction.

According to Szuba, the collective intelligence perspective will allow us to develop our understanding of intelligence more than if we focus on individual intelligence. When it comes to individual intelligence, there is still a question of how much stems from heritage vs. environment (heritability estimates range from 0.4 to 0.8, on a scale from 0 to 1). It seems that genetics plays a bigger role than does environment in creating IQ differences among individuals (Gottfredson, 1997), and the additional environmental factors are difficult to study and understand if we cannot study the processes of the brain in more detail. The advantage with collective intelligence is that it is created in situ and is based on communication. It is “open” for us to study in detail, as far as in its residence in patterns of communication. We should be able to understand what patterns of communication give a higher likelihood for intelligence, and then find ways of repeating it.

The findings of a measure for group intelligence in the form of a c-factor, comparable to the individual intelligence g-factor, raises additional questions. Citing Anita Woolley (2010), this could be not only a way of measuring the capability of groups but also help us understand and develop interventions. For example, could a short collective intelligence test predict a sales team’s or a top management team’s long-term effectiveness? More importantly, it would seem to be an easier challenge to raise the intelligence of groups, rather than individuals. Could a group’s collective intelligence be increased by, for example, better electronic collaboration tools? Many previous studies have addressed questions like these for specific tasks, but by measuring the effects of specific interventions on a groups’ c-factor, one can predict the effects of interventions on a wide range of tasks. Thus, the ability to measure collective intelligence as a stable property of groups provides both a substantial economy of effort and a range of new questions to explore in building a science of collective performance.

A DEFINITION OF GROUP LEVEL COLLECTIVE INTELLIGENCE

Since we are here looking at the process of intelligence, ultimately to understand how to diagnose and influence the collective intelligence of groups, we want to identify what is individual and what is collective in this process. As Kornrumpf and Baumöl argue, collective intelligence as complex socio-technical systems has a distributed nature of information and representation. By using this understanding and going back to our model of intelligence, we can identify two truly collective processes of collective intelligence; both are different forms of knowledge coordination or integration.

The first is the process of coordinating individual mental processes in the interpretation and definition of desirable outcomes. As the definitions of collective intelligence imply, the difference between individual and collective intelligence must reside in the capacity of integrating and coordinating individual knowledge. As some of the definitions state, collective intelligence is reached when the group somehow outperforms the capacity of any single individual in the same group. Although this measure of a specific level does not seem necessary to define collective intelligence, it does clarify that it is the combination of knowledge and mind of individuals that is used in a process of knowledge integration. Here we will call this the
collective learning process, as opposed to an individual learning process. Second, the definitions of collective intelligence require that the individuals organize and act collectively in a coordinated manner; there is some form of relationships in their activities. As Kornrumpf and Baumöl states, the complex socio-technical system is emergent and self-organizing. The essence of self-organization is adaptable behavior that autonomously acquires and maintains an increased order. What prevents such systems from drifting into permanent chaos (due to the complexity and randomness) will be this adaptable behavior of its parts (members). This is the collective process of coordinating mindful actions. Upholding some form of common reference to guide the individuals’ mindful actions and coordination will here be called a representation or mental model (Mohammed & Dumville, 2001).

It is here argued that these are the two truly collective parts of the collective intelligence process. We can also understand that the degree of mindful actions of the involved individuals, in both these moments of coordination, will be one factor creating variation in achieved collective intelligence. Whatever “resources” in the form of minds and actions the collective has access to, through its members, their ability to become collective will reside partly in how the individuals use each other’s minds and how they coordinate their actions (see an illustration in Figure 2).

**Figure 2: The collective factors in group-level collective intelligence**

Based on the above, we suggest the following definition of collective intelligence at group level:

Collective intelligence at micro-system level is a process in which a group of individuals in a given situation integrate their individual knowledge resources to interpret and overcome ambiguous challenges by alternating between shared abstract thinking and coordinated actions yielding different levels of achieved knowledge integration of the available knowledge resources.

(Note that here the reversed arrows imply, for example, the need for the collective to evaluate its own actions as a collective.)

**A process:** Collective intelligence is a process and not a property. A group is intelligent in a specific moment or not. Previously demonstrated intelligence may increase the expectancy and likelihood of intelligence, but it is not a guarantee of current and future intelligence.

**A group of individuals:** We limit our study to collective intelligence at group level. By a group we here mean at least two individuals. Dyads and triads are sometimes considered special types of groups, for example, groups of more than three persons is the first level where every relationship has at least one indirect relationship. Here we judge these differences as less relevant for the definition. The upper limit of groups is harder to define, but in practice, groups of more than 12-15 individuals are subject to so many direct and indirect relationships that in many aspects the tend to act in subgroups.

**A given situation:** Intelligence is here seen as acting in relation to something. There is a situation in which the group can act, and the result of different possible outcomes can (at least theoretically) be valued in relation to a desired state.

**Integration of individual knowledge:** The major difference between individual and collective intelligence resides in the fact that there is more than one individual (i.e., a potential for knowledge integration). So, the different steps in the process of acting intelligent have the potential of using more than one set of individual knowledge (as in
experience), capacity for abstract thinking and actions. From this situation arises a potential, since, in theory, two individuals could cover more knowledge than one, but, at the same time, there arises the challenge of integration and coordination between the individuals.

*Interpret* and *overcome*: The definition acknowledges that any given situation in practice is a matter of interpretation and that it is impossible to identify all possible aspects of a situation in practice. Hence, one of the factors deciding the conditions for acting intelligently must be how much of the situation can captured in the cognitive process. In this perspective, assuming infinite complexity, the potential for a maximum level of intelligence must be on the border of chaos. If so, a group acting intelligently is not in chaos, that is, they are still capable of coming to mutual understandings and/or coordinated actions that in time has the potential to overcome the challenge they have identified.

*Ambiguous challenges*: In our interpretive knowledge perspective, any situation is, in practice, ambiguous. Hence, part of the intelligence process must be to define what the challenge is, the problem setting, and what is desirable in the situation.

*Shared abstract thinking and coordinated actions*: Integration of knowledge can be done in two basic forms: either in the creation of knowledge, learning, or in the enactment of a knowledge system, coordinated actions. These two forms are not distinctly separated. Instead, there are collective moments of what Schön (1983), when he described the individual process of intelligence, called reflection-in-action and knowing-in-action. A specific challenge in group-level collective intelligence must be the process of coordinating between these two states of knowledge integration. When is it appropriate to challenge and question what the team is doing (reflecting, learning), and when is it appropriate to focus on enacting the system the team has developed (acting according to a representation)?

*Giving different levels of achieved knowledge integration of the available knowledge resources*: It is assumed that this process can create different levels of knowledge integration. Low levels of knowledge integration could mean a number of things: (1) the individuals contribute little of their individual knowledge; (2) there is little learning, as in individuals changing or developing their knowledge due to knowledge received from other individuals; (3) there is limited sharing of mental models of the situation and the system (representations); (4) the mental models are undeveloped; and (5) there is little coordination in the enactment of the mental models. Opposed to that, high knowledge integration would then be: (1) high contribution of individual knowledge, (2) intense learning, as in high change and/or development of individual knowledge, due to receiving knowledge from others in the group, and (3) a highly shared and (4) highly developed mental model (a representation bordering to chaos), which is (5) heedfully coordinated into a collective system by the individuals. The variation between these two states could then be called variation in collective intelligence.

Note that this becomes a measure of the process mainly within the micro-system. It is defining intelligence as the utilization of internal resources, which is a measure of efficiency. It does not say anything about the results achieved, as in effectiveness. We would expect both in something we consider intelligent, at least over time. It can’t be just achieving results, then luck would be intelligent. Neither can it be just doing things in the right way, since that would not include achieving what we value. On the other hand, we could expect an organization to correct itself over time. So if we assume that our micro-systems are part of an organization, then an efficiency measure could be workable and relevant as an operational measure. It could be based on the postulate that, over time, an organization that use its accessible (internal and external) knowledge resources (through its micro-systems) with a high degree of efficiency in both learning and enacting the organization, would be acting intelligently over time. Using such an assumption would make short term variations in results of less importance, as long as the organization continues to focus its resources on achieving intelligence at micro-system level (as defined above). Such a postulate would be useful in a complex and dynamic world in which it is difficult to create governing measures without risking to create sub-optimization at the same time.
COLLECTIVE INTELLIGENCE IN ORGANIZATIONS

Finally, before we structure and analyze the literature, in this section we will describe different perspectives on the relationship between group-level collective intelligence and organizational performance. Understanding organizations from a perspective of collective intelligence will help us understand how ultimately intelligence, residing in individuals, relates to organizational level, or how intelligence in organizations is created. We will here give some examples of discussions on these relationships:

Human organizations as complex adaptive systems: As an overall perspective of organizational development, Liang (2007) argues that we should start looking at organizations as intelligent, complex adaptive systems (iCAS). The development of humanity becoming more dependent on information and knowledge introduces intelligence as the new key to coordination. Therefore, the current concepts, theories, and practices associated with leadership strategies will also have to be transformed, and within all categories of human organizations (economics, business, social, education, and political), their members are becoming better educated and informed, and consequently, have develop potential for becoming more sophisticated interacting agents, as well as having modified expectations.

“Structure becomes function through coordination”: Heylighen (2012) deepens a theoretical understanding of organizations as complex adaptive systems as he applies the “complexity paradigm on social systems”. Organizations are defined as "structures with function": The components (agents) of the system are arranged in an orderly way (structure) to achieve a certain goal (function). However, the structures need acts of coordination to become functional. What counts, therefore, is not so much how individual agents are arranged (e.g., in a hierarchy or network), but how their actions work together in a harmonic way toward their collective goals. The emergence of collective intelligence, in an organization, is therefore intrinsically a process of self-organization by coordinating individuals using the structures of the organization.

Organizational systems as collective minds: Weick & Roberts (1993) go even deeper in developing the details of this process of intelligent adaptive systems in their concept of “collective mind.” This concept enables us to describe advanced collective mental processes in organizations. They use a modern aircraft carrier as an example. They motivate this choice of organization because it represents a highly complex mixture of technology, organization, and individual efforts of coordination. Hereby, they introduce the idea that “group mind”—and its intelligence—is a result of the characteristic in the interrelating behavior of the involved agents, but becoming the group mind of the organizations as these patterns of behavior are inherited over time.

Organizations as hierarchies of isomorphic systems: Gantt & Agazarian (2004) use the “theory of living human systems” to describe organizations as hierarchies of isomorphic systems that are energy-organizing, self-correcting, and goal-oriented, and in which decisions are made on both emotional and rational bases. Through isomorph, the characteristics of different levels of the human systems influence each other, both upwards and downwards in the hierarchy. Hence, this theory can be used to connect the levels of individual, group, and organization.

Micro-systems as nodes of coordination in organizations: Finally, in this collection of perspectives on the relationship between group-level collective intelligence and organizational performance, Mohr, Batalden, & Barach (2004) create a workable concept for studying coordination of organizations at group level, the micro-systems. Micro-systems can be seen as the (identifiable) moments and nodes of coordination in complex organizations and, therefore, become central to the collective mind in complex human living systems. According to them (they study healthcare systems), organizations are collections of individual professionals who are free to act in ways that are not totally predictable; the organizational boundaries are fuzzy, in that membership changes and providers can
simultaneously be members of other systems. Furthermore, given the complexity of these systems, the actions of individuals are interconnected so that the action of one provider changes the context for all the other providers.

These perspectives are developed in further detail below.

**HUMAN ORGANIZATIONS ARE COMPLEX ADAPTIVE SYSTEMS**

Liang (2007) argues that in today’s complex world we need to recognize that all human thinking systems and organizations are complex adaptive systems, and this calls for new leadership strategies which focus on intelligence. Currently, many corporations and organizations still possess the same machine-like structure that was developed to support the requirements of the industrial era. “Such a structure originates largely from the Newtonian mechanical mindset, which explains the physical world in a linear, mechanistic, orderly and predictable manner; the Descartes’ Cartesian geometry and the belief that the universe behaves like a huge machine; and Taylor’s scientific management school of thought.” The consequence of the above development is the domination of leadership and management theories that believe business systems must be controlled and managed like physical instruments of production, and workers must be engineered and re-engineered to fit the mechanistic structure. However, the new environment encompasses critical features that are responsible for a need to change paradigm: knowledge-intensive, fast-changing, highly-networked, fast, and continuous learning, smarter interacting agents (at all levels), and modified expectations (for all interacting agents). All these features point to intelligence as the new focal point, and in this respect, chaos is a highly relevant scientific theory to examine and exploit.

Edward Lorenz, Mitchell Feigenbaum, Stephen Smale, and some other prominent researchers conceived the chaos theory during the 1960s and 1970s to examine phenomena that could not be explained by the classical/exact sciences. It provided a new basis for strategic thinking to emerge, supported by its core properties: consciousness, complexity, connectivity, dissipation, and emergence. The central axiom of the theory is the inseparability of order and chaos, that is, the universe is inherently chaotic and intrinsically orderly at the same time. Chaos emphasizes the importance of intrinsic human intelligence and its functions in the human world. Organizations today are embedded with sophisticated knowledge structures, information processing, and learning capabilities of their interacting agents, and the right connectivity of these systems is therefore intelligent complex adaptive systems (iCAS). The mind should become the center of our analysis and concern.

**STRUCTURE BECOMING FUNCTION THROUGH COORDINATION**

Based on the same complexity paradigm, Heylighen (2012) argues that organizations can be defined as “structures with function,” and they become intelligent or not through coordination. The components (agents) of the system are arranged in an orderly way (structure) to achieve a certain goal (function). This is the meaning used in sociology and management: A typical organization, such as a company or government institution, consists of individuals who are arranged according to specified lines of communication and control. This structure is intended to facilitate the work of the organization toward its goals, such as providing a product or service. When we reflect a little more deeply, though, the notion of structure tells us very little about how this arrangement is supposed to contribute to the achievement of a function. The relation between structure and function becomes clearer when we introduce the notion of coordination: What counts is not so much how individual agents are arranged (e.g., in a hierarchy or network), but how their actions work together in a harmonic way toward their collective goals. At the very least, these actions should not hinder, obstruct, or oppose each other. Instead they should avoid friction. At best, they will smoothly complement each other. As such, they can solve problems together that they cannot solve individually. This bonus added by collaboration may be called synergy. Coordination can then be defined as the structuring of actions in time and (social) space to minimize friction and maximize synergy between these actions. Coordination can be subdivided into four elementary processes or
mechanisms: alignment, division of labor, workflow, and aggregation.

According to Heylighen, when intelligence is localized in a single agent, it may be called individual intelligence. When it is distributed over a group of agents, it may be called collective intelligence, as when it is only the group that can solve certain problems. Collective intelligence assumes that different agents have different forms of expertise (knowledge, information, skills). Otherwise, they would not be able to do more together than individually. Achieving collective intelligence, therefore, is a problem of cognitive coordination between the different agents.

An issue in the emergence of collective intelligence addresses the extent to which people manage to solve problems better as a group than individually. Examples of issues in cognitive coordination are groupthink and polarization, which is different forms of premature cognitive alignment, where groups conform to and reinforce an emerging consensus, due to social rather than task needs, and hence suppresses valuable contributions. This results in phenomena that could be called “collective stupidity” or “madness of crowds,”. In conclusion, according to Heylighen, looking at self-organization in communicating groups will cast a new light on a variety of fundamental problems in organizations, including how best to achieve coordination between agents and their actions and how to maximize the intelligence of collectives.

SYSTEMS AS COLLECTIVE MIND

Weick and Roberts (1993), in their concept of collective mind, develop the relationship between collective intelligence and coordination in systems. The collective mind is conceptualized as a pattern of heedful interrelations of actions in a social system. Actors in the system construct their actions (contributions) in the understanding that the system consists of connected actions by themselves and others (representation) and that they interrelate their actions within the system (subordination). The intelligence resides in the character by which this collective mind is coordinated. The authors set out to develop a language of organizational mind that enables us to describe collective mental processes in organizations. They illustrate this concept through a “reliability organization” (an aircraft carrier), but the processes of mind discussed are presumed to be inherent in all organizations (that is, in efficiency organizations as well). “What may vary across organizations is the felt need to develop these processes to more advanced levels” (Weick & Roberts, 1993).

The concept is developed by referring to other studies of group mind, such as (1) Wegner (1987), group mind as a form of cognitive interdependence focused around memory processes (transaction memory system); (2) Sandeland & Stablein (1987), group mind as connected activities encoding concepts and ideas in organizations much like connected neurons encode concepts and ideas in brains; and (3) Hutchins (1990), group mind as distributed information systems with redundant representations, showing how distributed processing amplifies or counteracts errors that form in individual units (brains).

Building their concept on these sources, they argue that the term should be “collective mind” rather than group or organizational mind since collective refers to individuals who act as if they are a group. Hence, “mind” arises through mindful coordination. Using this perspective, intelligent mind would arise from intelligent coordination. Mindful “collective minds” create mindful organizations. Yet collective mind is distinct from the sum of the individuals’ minds because it also inheres in the pattern of interrelated activities among many people. The basis for this argument is first that a “mind” isactualized in patterns of behavior. Using the clown as an example, the fact that the seemingly clumsy actions are made deliberately transforms them into intelligent actions. It is the disposition of the action—being heedful—that makes them intelligent. Second, groups are defined by interrelated activity. Individuals create the social forces of group life when they act as if there were such forces. Weick & Roberts refer to Asch (1952), “We must see group phenomena as both the product and condition of actions of individuals ... There are no forces between individuals as organisms; yet to all intents and purposes they act as if there were, and they actually create social forces.” This is what creates a system, group, and ultimately an organization. The effects of this system vary as a function of the style as well as the strength with which the activities are tied together. In such a system of interrelated activities, individuals can
work with, for or against each other, creating different levels of effect in the system. Collective mind exists potentially as a kind of capacity in an ongoing activity stream, and emerges in the style with which activities are interrelated. "These patterns of interrelating are as close to a physical substrate for collective mind as we are likely to find" (Weick & Roberts, 1993).

Patterns of intelligent interrelating in ongoing organizations may then be internalized and recapitulated by individuals more or less adequately as they move in and out of the system. The authors argue that "if heedful interrelating is visible, rewarded, modeled, discussed, and preserved in vivid stories, there is a good chance that newcomers will learn this style of responding, will incorporate it into their definition of who they are in the system, and will reaffirm and perhaps even augment this style as they act."

ORGANIZATIONS AS HIERARCHIES OF ISOMORPHIC SYSTEMS

Gantt & Agazarian (2004) use what they call the theory of living human systems to relate individual, team and organizational intelligence (more specifically they focus on emotional intelligence, but here it is argued that this is relevant for all "types" of intelligence). Their theory postulates organizations, as well as communities and societies, as hierarchies of isomorphic systems. Such systems are what they call energy-organizing, self-correcting, and goal-directed. The two major constructs in the theory, hierarchy and isomorphy, are operationally defined below and can be used as building blocks for developing hypotheses about the relationship between group level collective intelligence and organizations.

Hierarchy is used here as a theoretical construct rather than referring to any organizational hierarchy per se. Every system in a specified hierarchy exists in the context of the system above it and is the context for the system below it. Mapping an organization in terms of its systems hierarchy provides a schema for looking at the isomorphy between all systems in a defined hierarchy. Isomorphy is defined as the similarity in structure and function between levels. Whatever one knows about the structure and function of one system in a hierarchy provides information about the structure and function of the other systems in the hierarchy. Seeing the systems hierarchy makes it possible to recognize the potential impact that each system level will have on the other systems in the hierarchy. For instance, when a mid-level department is in disarray because of rapid turnover in key positions, the disarray will immediately impact the larger division in which the department is nested as well as any subsystems such as work groups nested within the department.

Figure 3: From Gantt & Agazarian, 2004

The systems-centered theory also introduces the concept of the core system, which identifies a three-level hierarchy in a living human system. Figure 3 illustrates this concept applied to an organization. The core system in this case contains the three systems: organization, work groups, and member roles. The top level defines the core system by giving it its relevant goals. For the organizational core system, the relevant goals are those of the organization. The concept of the core system provides a theoretical map that orients to the middle system as the most efficient point of change. Thus, a change intervention to the middle system need cross only one boundary to transfer the change to the system above it or below it in the core system. For example, interventions to work teams in an organization will influence more directly both the organization and the work roles that are nested in the work teams. Intervening in the organization through the individual may or may not influence the organization, and intervening to the organization may or may not influence the individual, intervening to the work team is more likely to influence both the members and the organization. The core system is defined according to the change goals. Once the relevant core system in a change strategy is determined, it is also possible to identify the middle system within the core system. Since the middle system of the relevant core system is theoretically the most
that organizational intelligence is an emergent system phenomenon that relates to the interaction of the whole and through the interactions within and between system components. Emergence refers to a phenomenon that, instead of being predictable from summing its components, arises from interactions.

MICRO-SYSTEMS AS NODES OF COORDINATION IN ORGANIZATIONS

A more practical approach, but following the thinking of previous theories, is the concept of micro-systems. Mohr, Batalden, & Barach (2004) suggest how a relationship between group-level collective intelligence and organizational performance can be seen in healthcare institutions. These are described as “organizations facing challenges in providing safe patient care in increasingly complex organizational and regulatory environments while striving to maintain financial viability.” According to them, clinical micro-systems provide a conceptual and practical framework for approaching organizational learning and delivery of care in healthcare organizations that are often “complex, disorganized, and opaque systems to their users and their patients.” Such systems should therefore rather be seen as “conglomerates of smaller systems, not coherent monolithic organizations.” The core elements of a clinical micro-system are a focused type of care, clinicians and staff with the skills and training needed to engage in the required care processes, a defined patient population, and a certain level of information and technology to support their work. What differs across micro-systems is the ability of individual caregivers to recognize their efforts as part of a micro-system as well as the micro-system’s level of functioning. Healthcare organizations are composed of these multiple, differentiated, autonomous micro-systems. The assumptions of this concept are:

- Bigger systems (macro-systems) are made of smaller systems
- These smaller systems (micro-systems) produce quality, safety, and cost outcomes at the frontline of care
• Ultimately, the outcomes of the macro-systems can be no better than the micro-systems on which they are formed.
• The loyalty of most micro-system providers is first and foremost to their patients and the micro-system, and rarely to the larger macro-system.

The authors argue that this requires interventions at the micro-system level, if the organization wants to improve. However, this does not mean that the micro-system functions independently from the other micro-systems or its macro-system. The micro-systems within the macro-organization are interconnected. “The role of leadership is to set the general tone of the organization, to facilitate the interconnections between the micro-systems, and to cultivate learning disciplines in the organization.” According to the concept of micro-systems, the level of coordination in the “frontline,” as well as the performance of the organizations, is seen as aggregations of the performance in the micro-systems.

SUMMARY OF PERSPECTIVES ON COLLECTIVE INTELLIGENCE IN ORGANIZATIONS

If we summarize these theories, the relationship between individual intelligence through group level collective intelligence to organizational intelligence or performance could be explained in the following way:

Organizations are structures with function (Heylighen). However, these structures are coordinated into function. The quality of this coordination can be expressed as being intelligent or unintelligent. Different forms of friction or pre-aligned cognitive coordination (for example groupthink) cause the latter.

Since our historical and current view of organizations, according to Liang, has a Newtonian mechanical mindset that explains the physical world as linear, mechanistic, orderly, and predictable, our ideas of leadership tend to problematize structure and resources in the process of building organizational “machines.” Such a perspective miss the idea of the “parts” and their contribution to coordination, since the parts of a machine are not seen as coordinators. They just “do” what is planned for them to do. Machines are not intelligent. With increasing complexity, organizations must focus on ad hoc or complementary coordination, since this will be the source of intelligence in a dynamic and unpredictable environment. Against this background, Liang argues for a leadership strategy looking at organizations as intelligent, complex, adaptive systems (iCAS).

To understand human systems at a deeper level, Weick and Roberts developed the concept of “collective mind.” They explain the interrelated behavior of individuals in organizations as being based on a representation from which they form the contribution and subordination of their actions. The “mind” or intelligence of this system will be in the character of the interrelating (i.e., coordination). Intelligence can be inherited between individuals through the patterns of behavior in the organization.

The isomorphism of different system levels in organizations is further explained by Gantt and Agazarian, introducing the core system as the natural focus for interventions in human systems rather than following formal hierarchies.

The last paper, by Mohr, Batalden and Barach, discuss the same concepts from a more practical perspective, introducing how health care organizations can be understood and explained as aggregations of micro-systems, and that the safety and performance level of these organizations resides at this level.

Together, these theories all represent efforts to describe the relationship between individuals, moments of cooperation, and organizational performance. All of them argue that the organizational intelligence is the sum of the coordination processes taking place at the level in between organization and individual; in this paper, we will use the term micro-system. All of them describe this level as a process of coordination, and as such it will be dependent on the coordinators’ understanding of the organization and what needs to be coordinated. Hence, we can argue that collective intelligence on the micro-system level is a process of coordination and as such will vary in quality in relation to factors such as the understanding of the situation (contextualizing, representation), the ability to learn, and the ability to act as a system (acting and coordinating).
Structures are essentially tools for managing organizations. However, an organization comes to life because of all the actions and micro-moments of coordination happening every day, following these structures or not. Since the individuals of the organization will experience the organization at different levels (as a whole, departments, groups, and so forth.), they will see and follow patterns, visible to them in the local and social contexts in which they work daily. It is here that the micro-moments “talk back” to them. Their actions and the actions of others are created on an everyday basis, but at the same time tend to follow inherited patterns. Therefore, micro-actions both create “the whole” and follow “the whole.” The intelligence of organizations must, therefore, reside in the sum of the intelligence of the micro-systems; like in an average, as well as in the patterns they create, as something above the micro-system level. Hence, the isomorphic relationships give us points of influence in both the organizational pattern and the micro-moments.

STRUCTURING AND ANALYZING THE LITERATURE

Collective intelligence, as we define it here, is based on the condition that different agents have different forms of expertise, knowledge, information, and/or skills, so achieving collective intelligence must be a problem of coordination. According to Heylighen (2012), coordination can be split into the four basic mechanisms: alignment, division of labor, workflow, and aggregation. Following such a flow of coordinating activities, Surowiecki (2005) also proposes a set of requirements that a group or collective of individuals must fulfill to exhibit collective intelligence (or wisdom of crowds, as he calls it).

- **Diversity**: The more diverse the knowledge and experience possessed by the different members of the group, the more the group as a whole knows. Diversity also lessens its members’ likeliness to overlook certain aspects or to fall prey to the same bias.
- **Independence**: Individuals should express their contribution as much as possible independently of other members of the group.

Otherwise, there is a risk of premature alignment between the contributions themselves rather than between the targets of the contributions.

- **Decentralization**: make it possible for individuals to gather and process their information in parallel and, therefore, cover a wider range of aspects in relation to the task.
- **Aggregation**: Collective intelligence requires an effective mechanism (such as voting, averaging, or discussing) for synthesizing a diversity of individual opinions into a single, collective answer.

Achieving collective intelligence could therefore be said to be the decentralization and aggregation of diverse, independent sources of cognition and action.

To create a unifying model of the literature on collective intelligence, we use this set of requirements to sort the literature into two basic dimensions. The first is the knowledge integration dimension. We identify two different forms of knowledge integration: (1) the learning process (coordination of cognition, resembling aggregation and alignment), when the representation (shared mental model) of the collective is created, developed, and/or changed, and (2) enactment of a knowledge system (coordination of action, resembling division of labor and work flow), when the shared mental model is used to guide individual contributions and subordination into a collective mind.

The second dimension is the collective dimension. As Weick and Roberts describe, the collective mind is both the (1) on-going subordinated individual contributions in relation to the representation; the collective mind is recreated by the actions of the individuals continuously; it is also (2) “inherited” as a pattern of behavior to new individuals, and this inherited pattern is as close to the entity “collective,” “group,” or “team” as we can ever get.

Together, this gives us a matrix with four dimensions of collective intelligence on the micro-system level (See Fig. 4):

1) The starting point will be collective intelligence as the learning process, as in thinking or cognitive reflection; it is an
analytical process to deal with experienced problems or challenges. Collective intelligence, in this form, is a process with several individuals, or brains, using their knowledge, as opposed to the same process of one individual with one brain and one set of knowledge. The basic question in this dimension is how learning changes when it is a group as opposed to an individual. Selection criteria: studies focusing on learning as sharing and changing distributed knowledge, problem-solving, decision-making, and so forth.

2) Collective intelligence as *the enactment of a human system* develops the problem to include not only learning but also action. It is not only an analytical process; it is also the capacity to act collectively in situations. This perspective, therefore, develops the basic question to include acting collectively as a necessary requisite for collective intelligence. Collective actions are based on individual actions somehow being coordinated, which means that some form of shared representation or mental model governs them. Such a representation needs to reflect both the situation, the organization, and allow for individual initiatives (acting and/or reporting back to the organization), if the task is dynamic. A shared representation could, therefore, be expected to precede collective actions, that is, be a result of some common learning process, but it is also a result of the ongoing process in relation to the task. The representation is therefore also necessary to give the learning process some form of context. The problem setting of this perspective is how individual actions are coordinated to become a collective system, and what makes this system a more or less intelligent system.

Selection criteria: studies focusing on enacting a system, representation, mental models, coordination and so forth.

3) Collective intelligence as patterns of behavior. The group as a system can be seen as a pattern of actions, which is the perspective we use if we assign attributes to groups, like for example psychological safety or goal orientation. If we ascribe the group attributes, we assume that this is something that is repeated in the group behavior, that is, the group has some form of pattern that we can characterize, and that can be inherited even if we change the members of the group. The problematizing here is what attributes and characteristics a group need to have to be intelligent. Selection criteria: studies focusing on factors at group level, like psychological safety, explaining group behavior.

4) Collective intelligence as individual coordination. The final perspective sees the group as a result of individual micro-actions. Since individuals in any collective system always have a certain level of independence in their behavior (discretionary behavior), groups could be explained by factors influencing these choices of actions. (As they turn into patterns they become characteristics of the group.) This could be seen as the last and perhaps deepest level of the analytical perspective of collective intelligence. The problematizing is in what way individual actions contribute to collective intelligence. Selection criteria: studies focusing on the contribution of the participants to collective phenomena, for example, organizational citizenship behavior (OCB).
These four perspectives are not mutually exclusive. Instead, it is rather two perspectives in each dimension describing the same phenomena, but from different perspectives. Is intelligence thinking or acting? The answer is, of course, both, what has been called mindful action or action with intention. The same goes for whether a group is a “pattern” or the result of individual actions. Both perspectives are relevant in understanding a group. However, this sorting is still meaningful since we want to identify workable factors that will, at the end, allow us to understand, measure, and intervene in collective intelligence. By using these four perspectives, we can sort the discussion of collective intelligence at a lower and deeper level of analysis and yet relate to the “bigger picture,” organizational intelligence. For each dimension, we will sort the literature first to extract factors relating to collective intelligence in this perspective and, second, to extract ideas on how to stimulate collective intelligence.

1. LEARNING AS A RESULT OF GROUP PATTERNS

Reagans et al. (2005) ask the question why some organizations learn faster than others. They connect this to the interplay between three levels of organizational learning: individual, team, and organization. They argue that researchers who study experience working together (team learning) traditionally have provided two distinct explanations for why this improves performance. Each explanation highlights the ability of individuals to coordinate their activity. The explanations, however, emphasize different mechanisms responsible for improved coordination. According to Reagans et al., researchers who study group dynamics emphasize the importance of knowing “who knows what.” Teams composed of individuals who have experience working together have a more accurate and shared sense of who knows what on the team. Effective teamwork results from identifying the right roles and responsibilities and assigning the most knowledgeable person to each role.
Researchers who study experience working together in the *market context* emphasize the importance of transaction partners learning how to govern their interaction. Multiple exchanges increase the likelihood of trust, and trust promotes the exchange of "private" knowledge and information. Sharing private knowledge provides transaction partners with the opportunity to learn how to govern their relationship. Instead of being governed by the *market*, the transaction is governed by a relationship-specific logic and terms of trade. Researchers in this tradition emphasize the importance of relationship-specific heuristics, the knowledge embedded in the tie that connects people performing distinct roles.

In their paper, Goyal & Akhilesh (2007) discuss how value in the economy is transferred to learning phenomena such as innovation and creativity. However, according to them, all factors (internal as well as external) influencing the innovativeness of teams or groups lead to one *general ability* which in turn can be conceived as composed of three different and interrelated abilities: cognitive intelligence, emotional intelligence, and social capital (note that therefore, in this report, their discussion on innovativeness is interpreted as equivalent to a discussion on intelligence). The basis for this argument is that people cannot work with knowledge, in social situations, without the knowledge becoming dependent on the individual’s relational and identity processes. According to the authors, the general and inclusive nature of the variables proposed in the model hold promise for proving more stable explanations, and thus a more robust model, of the highly complex phenomena of work team innovativeness, both for research, intervention, and practical purposes.

They argue that most studies, so far, have focused on narrow and specific variables in relation to innovation. Focus has been more on innovation as the output and less on the process of innovation, thus keeping the actual process obscured. The inherent complexity of the concept of innovation implies that there can be a large number of specific input as well as output variables related to innovation. So, an important step toward theoretical integration would be first to study more encompassing and general factors in the process of innovation.

They propose that many factors from various domains contribute to the team’s overall competence, as has been shown by a vast literature on teamwork and group dynamics. A few factors which have been most studied and well-established include group size, group history, group cohesion, leaders’ behavior, control mechanism, group norms, goals, shared vision, heterogeneity of members, organizational culture, task type, individual member characteristics, and so forth. They propose that the contributions of all these factors in terms of various kinds of competencies boils down to three different, interrelated and general abilities, which include the cognitive intelligence, emotional intelligence, and social capital of the team/group. Most other behaviors and potentialities of the team can be explained in terms of these general abilities (see Figure 5 below).
Figure 5: From Goyal and Akhilesh, 2005.

After this introductory perspective, we will look at a number of different factors that have been identified as influencing collective learning ability at group level, organized in according to psychological, cognitive, and process factors.

PSYCHOLOGICAL FACTORS IN GROUP LEARNING

Since the early 1990s, when Salovey and Mayer coined the term emotional intelligence (EI) (Salovey and Mayer, 1990), there has been a tradition of research on the role of non-cognitive factors helping people to succeed in both life and the workplace. Salovey and Mayer (1990) described emotional intelligence as a form of social intelligence that involves the ability to monitor one's own and others' feelings and emotions, to discriminate among them, and to use this information to guide one's thinking and action. Such emotional factors have substantial influence if the activity demands high levels of personal commitment, self-confidence, interpersonal trust, free communication, and proactive behavior (as in the innovative processes Goyal and Akhilesh discuss above). Innumerable kinds of emotions and emotionally related behaviors, such as ego, anger, anxiety, fear, conflict of values, competition, and so forth frequently arise in a collective knowledge process. The effectiveness of performance in knowledge-intensive organizations, therefore, draws heavily on the emotional capability of the people involved and how they facilitate the quality of interpersonal functioning, such as the group intelligence.

Emotional perception, facilitating cognition, emotional understanding, and emotional management are the four dimensions of EI, according to Mayer and Salovey (1997). Emotional perception (EP) involves the ability to notice emotions accurately in the self and environment and to express them well in social settings. Emotional perception should aid in discriminating between environmental threats and benefits. Facilitating cognition (FC) involves using and generating emotions to assist cognitive processes. Emotional understanding (EU) involves identifying emotions and being clear about ways they are formed and blended as well as their causes and consequences. Being able to understand emotions helps individuals reduce unproductive emotion-
focused coping. Emotional management (EM) involves maintaining and altering emotions in the self and others (enhancing positive or reducing negative emotions as needed).

Gantt and Agazarian (2004) introduced in their paper a system-centered model (see above) of emotional intelligence which makes it possible to consider not only the emotional intelligence of individuals, but the emotional intelligence of work groups and organizations, and how these relate. According to them, individuals contribute the energy in organizational emotional intelligence. Yet, equally important, emotional intelligence in organizations is a dynamic output of the function, structure, and energy of the organizational systems themselves. This system-centered perspective on emotional intelligence enables emotional intelligence to be viewed at all system levels in the organization, including individuals, work teams, and the organization itself.

Druskat and Wolff (2001) focused on emotional intelligence in groups, proposing that organizational group norms support the awareness and regulation of emotions in groups' emotional intelligence. Group emotional intelligence relates to how groups manage individuals' emotions, regulate emotions, and how groups interact with others outside the group boundaries.

Lee, Park, and Lee's study from 2013 supports the findings that social capital and different forms of intelligence relate, but take on a leader perspective. Their study shows that group social climate decides if the competence of the leader will influence group performance or not. In their study, they apply this social capital theory to IT service team environments. Team social capital is positioned as mediator between leadership competencies (i.e., the leaders emotional and cognitive intelligence) and team project performance. The results show that emotional intelligence competencies of project managers directly influenced project performance. Cognitive intelligence competencies of project managers had direct influence on project performance in short-term projects, but indirect influence only via the accumulated team social capital in long-term projects.

In 1999, Edmondson presented a model of team learning and tested it in a multimethod field study. It introduced the construct of team psychological safety—a shared belief held by members of a team that the team is safe for interpersonal risk taking—and modeled the effects of team psychological safety and team efficacy together on learning and performance in organizational work teams. Results of a study of 51 work teams in a manufacturing company, measuring antecedent, process, and outcome variables, showed that team psychological safety was associated with learning behavior, but, surprisingly, team efficacy was not when controlling for team psychological safety. As predicted, learning behavior was the mediator between team psychological safety and team performance.

Barczak, Lassk, and Mulki (2010) explore in their study the connection between team creativity, team emotional intelligence, and team trust. Using a survey of 82 student teams at a large university in the northeast United States, their findings suggest that team emotional intelligence promotes team trust. Trust, in turn, fosters a collaborative culture which enhances the creativity of teams. They conclude that the results of this study present a more nuanced and complex picture of the antecedents of a team’s creative output. Specifically, their results indicate that emotionally intelligent teams create both cognitive and affective team trust. Cognitive trust is based on a member’s perception of the reliability and competence of his/her peers. When team members exhibit professional behavior by managing their own emotions and those of their colleagues, such as being deliberate in their decision-making by examining all sides of the argument, they are likely to be trusted and relied on for their competence and ability. On the other hand, affective trust is based on emotional bonds resulting from interpersonal care and concern for each other. When team members are aware of their own emotions and can manage others’ emotions, they can empathize and provide support, thereby creating affective team trust.

In a study of 228 knowledge workers from nine Korean organizations, Yoon, Song, Lim, and Joo (2010) confirm the isomorphic view of organizations, when they show that culture and collaboration practice at the organizational level influence learning and creativity at team level. A learning organization has been defined as an ideal structure and culture that continuously acquires, processes, and disseminates knowledge about markets, products, technologies, and business processes. In the study, they found support for a
supportive learning culture having a positive and
direct influence on team creativity and the teams’
collaborative knowledge creation practices. It also
had, as predicted, an indirect influence on team
performance through these variables of team
creativity and knowledge-creation practices.

Concluding the studies relating psychological
factors to group learning patterns, we see that
emotional intelligence in all forms seems to matter;
as a team factor, team leader ability and
organizational culture. It is the creation of trust,
both cognitive and affective, and perceived
psychological safety that seems to be the critical
factors to support learning behavior.

COGNITIVE FACTORS AND
GROUP LEARNING

In this section, we look at the second general ability
of groups (according to Goyal & Akhilesh),
cognitive intelligence. While some researchers
argue that learning is essentially an individual
activity, most theories of organizational learning
stress the importance of collective knowledge as a
source of organizational capability. Organization
and management researchers have therefore
extended the cognitive analysis to the group and
organizational levels. Their analysis suggests that
groups and organizations develop collective
mental models (Senge, 1990) and interpretive
schemes which affect group decision-making and
action. Collective cognition differs from individual
cognition because it encompasses interaction and
social dimensions; thus, much of the research has
focused on relations and connectedness to account
for the processes in the formation of collective
cognition and knowledge structures. However,
below we present some of the factors related to the
cognitive conditions.

In a study of 83 teams from eight organizations,
Kearney, Gebert, and Voelpel (2009) examined
team need for cognition (defined as the tendency
to engage in and enjoy effortful cognitive endeavor)
and how this worked as a moderator of
how team characteristics (age and educational
diversity) influenced: (1) elaboration of task-
relevant information and (2) collective team
identification, both seen as critical processes of
team performance. It seems as if this attitude
toward understanding (need for cognition) has an
important effect on how the knowledge resources
of the team will be perceived and used. Age and
educational diversity were positively related to
performance when team need for cognition was
high. Need for cognition represents a stable, but
not invariant, intrinsic motivation to process a
broad range of information. What is interesting is
that this tendency, which says little about
differences in ability, can, according to Cacioppo et
al. (1996), be developed or changed. Individuals
who have a high need for cognition naturally enjoy
thinking, but individuals with a low need for
cognition engage in cognitive endeavors mostly
when there is some incentive or reason to do so
(Petty et al., 2009). This study seems to support
that an important group factor, possible to
influence; the cognitive learning attitude,
influences the groups’ possibilities for using their
diverse knowledge resources.

Another form of cognitive factor is the team goal
orientation. Gong, Kim, Lee, and Zhu (2013) used
a multilevel approach to examine how team goal
orientation may relate to team creativity. Team
goal orientation captures the shared
understanding of the extent to which a team
emphasizes learning or performance goals. This
helps to facilitate group decision-making,
collaborative problem-solving, and intragroup
coordination. Goal orientation can be “cued” by
situational factors such as leadership, assigned
goals, and an evaluation focus (Bunderson &
Sutcliffe, 2003; Gully & Phillips, 2005). Data were
collected from 485 members and their leaders
within 100 R&D teams. The results indicated that
goals on team learning and team performance
approach were positively related to both team
creativity and individual creativity through the
process of team information exchange. If we
summarize these two cognitive factors, need for
cognition and goal orientation, they seem to
contribute both to initiating and developing the
communicative dynamics of teams (the use of
knowledge resources and the team information
exchange), which in turn relates to team
performance. It also seems possible that both these
cognitive factors can influence and stimulate,
indicating that there should be several possible
means to support and initiate communicative
dynamics at the micro-system level.
Oorschot et al. (2013) introduce a negative cognitive factor, the *information filters*. They conducted a longitudinal process study of one firm’s failed attempt to develop a new product. Their analysis suggests that teams in complex dynamic environments, characterized by delays, are subject to multiple *information filters* that blur their perception of actual project performance. Consequently, the teams do not realize their projects are in trouble and repeatedly fall into a “decision trap” in which they stretch current project stages at the expense of future stages. Because of these information filters, teams fail to notice what is happening until it is too late. In some cases, these problems lead to the termination of projects. Previous research indicates two main reasons why it can take a long time before a team realizes a project is in trouble and needs to be terminated: escalation of commitment (Staw, 1976) and groupthink (Janis, 1982). The theory of escalation of commitment focuses on why managers continue to invest in projects in the face of negative information. Groupthink is a form of self-censorship through illusions of unanimity, direct pressure on dissidents, and reliance on self-appointed “mind guards.” However, the results of this study on information filters indicate that escalation of commitment and groupthink cannot plausibly explain failure to realize that the project was in trouble. Instead, this is explained by the anatomy of a decision trap. The difficulty in project environments lies in seeing through three different types of information filters: the *mixed signals filter*, the *waterbed filter*, and the *understaffing filter*. The mixed signal filter accounts for the team’s focus on the flows, rather than the accumulations, of positive and negative information. Because these flows were mixed, it was difficult for the team to perceive that the situation was gradually deteriorating. The waterbed filter explains why fundamental problems that seem to be solved reemerge nonetheless in a different manifestation (e.g., staffing problems “disguised” as schedule problems). The understaffing filter accounts for the difficulty of an understaffed team in forecasting the productivity of a fully staffed team. Misinterpreting project information, combined with the illusion of control, caused the team to fall into the decision trap of stretching the current stage while squeezing the next, supposing that overall project slack was protected. The ambiguity of information and the long time lags between decisions and their effects in this dynamically complex system did not facilitate learning, so the team fell repeatedly into the same decision trap.

Concluding these three examples, we can see that cognitive factors can both support the development of communicative dynamics and create hindrances. In both cases, the communicative dynamics between the available knowledge resources mediate the relationship to team performance.

**PROCESS AND ORGANIZATIONAL FACTORS IN RELATION TO GROUP LEARNING**

In this section on process and organizational factors of group learning, we can introduce the third collective ability that (according to Goyal and Akhilesh) explains the general ability of group functionality; social capital. Bourdieu (1986) defines social capital as “the aggregate of the actual techniques to improve new product development increased from 54 to 69 percent during the same period. Barczak et al. (2009) reported that the best-performing firms in their research sample used more formal processes, tools, and techniques, but their survey did not clarify how and why this relationship was positive. Furthermore, even the best-performing firms had a failure rate of 25 percent.
or potential resources which are linked to possession of a durable network of more or less institutionalized relationships of mutual acquaintance and recognition. Putnam (1995) defines social capital as “the collective value of all ‘social networks’ and the inclinations that arise from these networks to do things for each other,” and argues that there are two main components of the concept: (1) bonding social capital, referring to the value assigned to social networks between homogenous groups of people and (2) bridging social capital, as in social networks between socially heterogeneous groups, for example, choirs and bowling clubs. A wide range of different aspects and components of “social capital” that have been studied include the following: social networks of individuals and organizations, social interaction, familiarity and interpersonal trust, group cohesion, diversity, strength of relationship, position in the network, group identification, strategic communities, self-organizing innovation networks and so forth. The aspects of social capital mentioned above have been shown to influence the process of innovation, creativity, creation of knowledge and intellectual capital, knowledge sharing, team learning, speed to market, new product success, and social appropriation of broad knowledge base and competence building (Goyal & Akhilesh, 2007). In sum, there have been extensive theoretical arguments for social capital and its effects on processes and outcomes related to innovation. The generic nature of the concept of social capital and its relation to a wide range of activities and outputs suggests that social capital must underlie, overlap, and be a result of cognitive and emotional functioning of social units such as groups.

One rather obvious way in which the social capital of groups is critical for learning is that it connects knowledge and supports so-called distal learning. There is increasing recognition that group members learn not only within the group (i.e., local learning), but also externally (i.e., distal learning), and these two group-learning processes may facilitate group performance in different ways. Despite this recognition, there is much that is not understood about whether they complement or inhibit each other in affecting group performance, and whether group social and task conditions that foster one type of learning do so at the expense of the other. The findings from a field study (Wong, 2004) of teams from four firms show that (1) local learning and distal learning are positively related to group efficiency and group innovativeness, respectively; (2) distal learning negatively interacts with local learning to impede group efficiency; and (3) high levels of group cohesion promote distal learning but diminish local learning. The study reframes the common belief that local and distal learning are mutually compatible learning processes by demonstrating the negative interaction effect between them. An interesting result was that social cohesion may not always be beneficial for group learning. There was an unexpected finding of an inverted U-shaped relationship between group cohesion and local learning that suggests that excessive social integration in the group reduced mutual learning among members. However, in the case of distal learning, a higher level of group cohesion promoted greater external knowledge sharing. This also counters the popular belief that higher internal group cohesiveness fosters greater resistance to external ideas. Overall, these findings suggest that there are not only performance trade-offs to engaging in either only local or distal learning but also performance disadvantages to engaging in both types of group learning because distal learning impedes local learning from achieving a high level of group efficiency. Even though local learning involves engaging in exploratory-oriented behaviors such as trying new ideas and reflecting, the more circumscribed knowledge space likely to be accessed in local learning (i.e., only sampling the knowledge of individuals within the same group) implies that this should influence the improvement of efficiency rather than the innovativeness of the group. Given that distal and local learning are significant for different performance dimensions, the findings imply that learning-oriented teams with emphasis on developing new competencies should engage in greater distal learning, and mastery-oriented teams with emphasis on perfecting current competencies should engage in greater local learning.

Another important aspect of social capital is that it seems to fill a function for the performance-critical factor of interrupting work processes for reflection, which, among other things, works to avoid building information filters (See for example the study of Oorschot et al. above). In a study of 42
random four-person groups, Okhuysen (2001) presents evidence for self-generated interruptions to be a critical factor in group performance and decision-making. As group members initiate self-interruptions, they switch their attention to social concerns (in familiar groups) or discussion instructions (in groups using formal interventions). During such interruptions, members evaluate activities, propose alternative approaches, and change working strategies. Results suggest that both familiarity (social capital) and formal interventions lead to superior performance through these interruptions. However, an interesting finding, in the same study, is that using a formal intervention in familiar groups may hurt performance because pre-established interaction patterns, socially developed, are altered.

Another form of social or organizational factor, subgroups, was studied in 156 teams from five pharmaceutical and medical products firms by Gibson & Vermeulen (2003). Their study confirmed that moderately strong demographic subgroups in teams fostered learning behavior. In their study, they examine the relationship between subgroups and team learning behavior, defined as a cycle of experimentation, reflective communication, and codification. They develop the construct of subgroup strength, defined as the degree of overlap across multiple demographic characteristics among a subset of team members. Contrary to conventional wisdom, they find that the presence of subgroups within a team may stimulate learning behavior. They also found that organizational design features, such as performance management by an external leader, team empowerment, and the availability of a knowledge management system, may have different effects on teams, depending on subgroup strength. Also, both very homogeneous and very heterogeneous teams were more inclined to engage in learning behavior, but only if they controlled for the concurrent effect of subgroup strength. Overall, this study contributes to the literature on team composition, design, and learning by highlighting the importance of subgroups for understanding team behavior.

A study of 92 work teams in Taiwan (Huang, 2012), a Chinese cultural context, investigates how team conflicts, in the form of task and relationship conflicts, relates to team performance. Results show that relationship conflict has a significant and negative relationship to team performance, while task conflict has no significant relationship to team performance. However, the results show that team goal orientation moderates this relationship between task conflict and team performance. For teams with high learning orientation, task conflict positively relates to team performance, whereas for teams with low learning orientation, task conflict will lower team performance. In teams with high-performance orientation, task conflict negatively relates to team performance, whereas for low-performance orientation teams, task conflict will facilitate team performance. When team performance orientation is high, this also increases the detrimental effect of relationship conflict on team performance. These are interesting results, confirming that the representation or setting of the team, as in learning or performance orientation, has a direct impact on how conflicts will be seen and in the end influence performance. However, it is noteworthy that relationship conflicts always had negative impact on performance. Relationship conflict ultimately leads to a limitation on how much information the team processes. When relationship conflict occurs, team members spend time and energy on interpersonal issues rather than discussing tasks and making decisions (Simons & Peterson, 2000). In contrast to relationship conflict, task conflict is not significantly associated with team performance. It will depend on team learning and performance orientation. However, teams that experience task conflict tend to make better decisions than those that do not, because they achieve a greater cognitive understanding of the focal issue. The drawback is that the quality of team member interaction deteriorates as debates over task issues threaten group harmony.

Another form of social structure relevant for teams is different forms of genre rules. Genre rules are the social structures that guide the form and substance of communication (Orlikowski & Yates, 1994; Yates & Orlikowski, 1992). Genre rules develop over time from repeated use of a communication tool and are typically based on the commonly occurring habitual patterns of use that emerge. Genre rules are influenced by the capabilities of the tool itself and usually emerge from repeated use, although they can develop
through formal guidance (Thomas & Bostrom, 2010b; Yates et al., 1999). Genre rules are usually enacted without a conscious decision (they are akin to a habit), unlike the deliberate appropriation processes that occur during the adoption of new technologies. Although they are not developed and implemented by organization and management, they still become guiding for team work. In a paper from 2014, Bartlet and Denis examine how the social structures in the form of genre rules that emerge around different communication tools can be as important as the tools themselves in influencing performance. An experimental study of genre rules for instant messenger and discussion forums showed that in habitual-use situations these tools triggered different genre rules with different behaviors, which in turn resulted in significantly different decision quality. The teams in the study enacted different genre rules for the two different tools, which led to significant differences in non-task discussion, decision quality, and enjoyment. When the enactment of the habitual-genre rules was interrupted by heightened time pressure, these differences disappeared; the teams enacted similar genre rules for both tools and, thus, their behavior, decision quality, and enjoyment were not significantly different. Therefore, the differences in outcomes between the normal usages of the two tools was not due to the tools themselves, but rather the genre rules that users enacted.

One obvious structural group factor that should influence learning is diversity. Diversity, in theory, should be positive for learning, since it implicitly means having access to more knowledge, experience, and perspectives. Studies have shown that teams, and organizations, whose members are heterogeneous in meaningful ways, for example, in skill set, education, work experiences, perspectives on a problem, cultural orientation, and so forth, have a higher potential for innovation than teams whose members are homogeneous. According to Nelson (2014), diverse teams, as well as organizations, are more effective; they produce better financial results and better results in innovation. Companies in the top quartile of number of women on the executive committee (years 2007–2009) had 41% greater return on equity and 56% greater earnings before interest and taxes, than companies with no women on the executive committee (Desvaux, Devillard-Hoellinger, & SancierSultan, 2010). These results are argued to show that having a diverse organization is a business imperative. However, it seems to be only under certain conditions that diversity becomes a strength. In a study of diversity as a factor of team performance, Homan et al. (2008) examined how the performance of diverse teams is affected by member openness to experience (compare with need-for-cognition in the study by Kearney, Gebert, & Voelpel, 2009) and the extent to which team reward structure emphasizes intragroup differences. Fifty-eight heterogeneous four-person teams engaged in an interactive task. Teams in which reward structure converged with diversity (i.e., “fault-line” teams) performed more poorly than teams in which reward structure cut across differences between group members or pointed to a “superordinate identity.” High openness to experience positively influenced teams in which differences were salient but not teams with a superordinate identity. Information elaboration mediated this effect. As described above, Gibson & Vermeulen (2003) in their study also confirmed that subgroups and subgroup strength influence the relationship between diversity and performance.

A final organizational factor that is noteworthy and relates to diversity can be found in a study of collective intelligence and creativity (Nelson, 2014 citing Woolley et al., 2010). In this study, researchers gave subjects aged 18 to 60 standard intelligence tests and assigned them randomly to teams. Each team of three to five people was asked to complete several tasks, including brainstorming, decision-making, and visual puzzles, and to solve one complex team problem. Teams were given intelligence scores based on their performance. One predictor of team collective intelligence turned out to be the number of women on the team. This was a surprise result to the researchers. With more investigation, it was found that the difference was having the social skills that made it possible to use the contributions of all the team members, and these correlate more with women than with men. (See more on this study below, Woolley et al., 2010).
STIMULATING LEARNING PROCESSES AT GROUP LEVEL

How then, can organizations stimulate learning at group or micro-system level? An important aspect of learning is that it cannot just be ordered or “pushed” on teams. Instead it is the spontaneous and self-regulated learning that originates within micro-systems, from its members, that are important to organizations.

First, to guide development of managed interventions to stimulate learning, we can start looking at a conceptual model developed by Prati et al. (2003) to bring together theory and research on emotional intelligence, leadership, team process, and outcomes. According to Prati et al., emotional intelligence reflects the ability to read and understand others in social contexts, to detect the nuances of emotional reactions, and to utilize such knowledge to influence others through emotional regulation and control. As such, it represents a critically important competency for creating learning processes at team level. Their propositions in relation to emotional intelligence and team performance are (Prati et al., 2003):

1: The emotionally intelligent team leader will induce collective motivation in team members.

2: The emotionally intelligent team leader uses charismatic authority and transformational influence in order to improve team performance.

3: The emotionally intelligent team leader and team member is aware of and adheres to his and her role in the team.

4: Emotional intelligence will moderate the effect of specific personality traits on leader and team member interaction.

5: The level of work-team cohesion is dependent upon the degree of team members’ emotional intelligence.

6a: The level of team trust is dependent upon the degree of team members’ emotional intelligence.

6b: Team trust facilitates constructive and collaborative group interactions, which positively affects team performance.

7: The emotionally intelligent team offers an environment conducive to creative expression.

8: Team decision-making ability is dependent upon the degree of team members’ emotional intelligence.

9a: Team members with a high degree of emotional intelligence will facilitate a negative influence on social loafing problems.

9b: Team members with a low degree of emotional intelligence will negatively affect team performance by engaging in social loafing.

10: The emotional intelligence level of team members is positively related to team performance.

According to Prati et al. (2003), the evaluation of these claims should advance the emotional intelligence literature. If emotional intelligence can be increased through training, it could provide a way forward toward the achievement of better organizational performance by enhancing organizational member interactions. The Barczak et al. (2010) study, though based on student teams, offers several potential implications for managers. First, the finding that emotional intelligence is a predictor of team trust suggests that managers need to determine the emotional intelligence of each subordinate. Once this is accomplished, activities such as training in emotional intelligence could be undertaken to improve individual and team capabilities. Also, assessments of emotional intelligence could be used with job candidates, particularly those applying for positions which require substantial teamwork.

Second, the impact of trust on a collaborative culture, and cognitive trust on creativity, reinforces that trust is a critical element of teams that managers need to monitor. To build and sustain trust, managers need to create situations for both formal and informal communication among team members. For example, meetings and training at the beginning of a project can help team members get to know each other and start to build relationships that can ultimately lead to a creative approach to the task. The positive impact of cognitive trust on the relationship between a team’s collaborative culture and creativity also suggests that managers need to recognize the importance of team members’ perceptions of the reliability and competence of their colleagues. To aid these perceptions, it is obviously most useful to hire functionally competent individuals. However, functional competence is not sufficient for cognitive trust. Individuals also need to possess
skills such as working with others, being reliable, doing whatever is needed to accomplish the task, and being flexible.

At an organizational level, results from the study of learning culture (Yoon, Song, Lim, & Joo, 2010) found that a learning-oriented organizational culture directly impacted the level of team creativity and the teams’ knowledge creation practices, and each construct made a direct impact on team performance. Team creativity also made a direct positive impact on the teams’ collaborative knowledge creation practices. These findings also support the importance of explicit team development and facilitation for team performance improvement.

Lee, Park, & Lee’s study from 2013 finds that cognitive, intellectually competent leaders can achieve short-term successes, but for longer term projects, attention needs to be paid to the formation and nurturing of team social capital. Internally accumulated know-hows and efficiencies of shared language based on stronger trust among team members become more critical than cognitive leadership. It is, therefore, necessary to find institutional and technical ways to build team social capital as part of leadership development, supporting the selection and cultivation of project managers with balanced skills and abilities to promote interactions between members and the accumulation of knowledge at the same time.

To become high performing, teams need to make use of their different skills and reflect upon their collective actions, thereby combining knowledge that could lead to value-adding activities for the company. In a collaborative research approach, Mulec and Roth (2005) used eight months of coaching, employing several inquiry methods. The results indicate that coaching interventions have a positive effect on team performance, both from an efficiency perspective as well as from creativity and climate perspectives. The results of the questionnaires, observations, and interviews displayed a uniform picture of the coaching resulting in a stronger and more supportive team environment. Team spirit was expressed in various ways as having become stronger, with a shared value base. Coaching was effective in both the behavioral and structural areas of the teams’ work. The coaching focused on the role of the team and the individuals, the goal of the team (both business goal and team goal), and the context in which the teams were acting. This holistic approach gave the teams a better understanding of the individual’s role in the teams, the teams’ role within the organization, as well as more structured working processes and goal descriptions. Also, there was an indication that individuals brought their newly learned skills to their individual teams and thus influenced a wider system than just the teams that were subjected to coaching.

Looking at more specific factors relating to the learning process, Kearney, Gebert, and Voelpel (2009) argue that need-for-cognition is a cognitive factor that can be worked with and stimulated. Possible ways in which leaders can motivate those low in need-for-cognition includes linking the information to be processed, or the intended outcome of the team task, to some aspect of a person’s self-concept and thereby making it highly personally relevant and emotionally appealing. Other means should be to describe a compelling common vision, intellectual stimulation, and fostering collective team identification. Also, leaders could enhance information-processing motivation by explicating the value of diverse views and by increasing accountability for decisions and outcomes. Moreover, by promoting a climate of psychological safety and the right combination of task and goal interdependence, leaders can help develop a cooperative climate that supports both elaboration of task-relevant information and the collective team identification. Both variables help to prevent team members from feeling threatened or annoyed by diversity.

Working with team goal orientation (Gong, Kim, Lee, and Zhu, 2013), managers may find it useful to foster team learning goals. This can be done by serving as role models and by rewarding learning. Managers may also encourage the team performance approach goal, which is indirectly related to creativity via an increased information exchange within a team. It should be pointed out that a high team learning goal does not necessarily benefit efficiency-based performance. Secondly, managers may foster team information exchange. An open exchange of information in collaborative efforts is critical to team creativity, and both team learning goal and team performance approach goal are positively related to information exchange. Managers may provide institutionalized platforms or channels for exchanging ideas, perspectives, and knowledge. These factors can help to increase
individual creativity, which may, in turn, foster the supportive climate for creativity that is beneficial to team creativity.

The experimental groups of the Okhuysen (2001) study illustrated that the use of a formal intervention and inter-member familiarity resulted in a higher number of group self-interruptions and a greater concentration of attention switches into clusters. Within such clusters of attention switches, members consider multiple areas of the group process and then execute changes in their interaction. The changes in the groups that occur during these clusters are in response to their members’ increasing understanding of the task. These changes affect the number of critical facts identified in the problem diagnosis. Thus, such clusters, acting as interruptions to the task, lead to greater flexibility and greater opportunities for adaptation, which, in turn, leads to higher performance. Overall, the results of this research show that formal interventions and familiarity operate in a similar manner, by organizing the clustering activity in groups. Members use these attention switches to interrupt the task work and open windows of opportunity for change. A formal intervention works to provide legitimacy to such changes and experimentation. For example, stranger groups using a formal intervention showed a greater number of attention switches to social interaction. Given the potential benefits from increased social interaction in a group (such as releases in tension, reduction of inhibition, and positive expression of conflict), this enabling role of formal interventions becomes important. The research also showed a link between the development of roles in a group and clustering activities. The research indicates that members who are effective in focusing the attention of a group (on the requirements of the formal intervention) are likely to be seen as leaders. The difficulties that familiar groups faced using formal intervention is illustrated in the findings about roles. Familiar groups’ members could identify persons in roles as a joker and/or a leader, but this was not the case once a formal intervention was imposed. There appear to be two reasons for the confusion that the interventions caused. In particular, “the clown” did not feel free to exercise the role prerogative of joking that might initiate many of the interruptions that leaders can take advantage of to refocus the energies of their groups. In addition, when more than one group member initiated clusters due to formal intervention, this could be interpreted as leader-like behavior, and therefore confused the ownership of the role of leader.

To avoid information filters and diffused learning, Oorschot et al. (2013) suggest changed methodology in project governance. It is known that people have difficulty in understanding complex dynamic settings (Cronin et al., 2009; Sterman, 1989) and that they often respond to those settings by simplifying decision processes or cognitive representations (Bourgeois, McAllister, & Mitchell, 1978; Sherman & Keller, 2011), leading to poor performance. Previous research has also shown that most individuals lack the capacity to deal with dynamic complexity (Gonzalez, 2005; March, 2006; Van de Ven, 1986). However, this capacity can be improved by providing participants with cognitive feedback (i.e., information about relations in the decision environment, about relations perceived by the person in that environment, and about relations between the environment and that person’s perception of it). Sengupta and AbdelHamid (1993) demonstrated that cognitive feedback can improve performance in dynamic decision-making tasks. Gonzalez (2005) argued that cognitive “feedforward” (i.e., information that helps decision-makers to analyze the effects of possible future decisions) improves performance when dynamic decision-making tasks are performed in real time. Mapping causal relationships also helps decision-makers because it forces them to be explicit—not only about relevant variables but also about their dynamic properties (Ramanujam & Goodman, 2003). Causal maps provide feedforward-based heuristics for managing projects in a complex dynamic environment.

The findings of Wong (2004) reinforce our understanding that different types of group learning have different impacts on group performance. Distal learning was positively associated with group innovativeness, and local learning was positively associated with group efficiency, suggesting that there are performance trade-offs to selecting one type of group learning over the other.

The study of Huang (2012) provides practical insights into conflicts that can help structuring teams and stimulating their performance. First, “relationship conflict” was always negatively
related to team performance. Relationship conflict arouses anger and anxiety causing mutual distrust. Since the locus of the conflict is not the task, completion of work is obstructed. Hence, team managers should try to reduce the frequency and intensity of “relationship conflict.” Second, team members’ goal orientations have a significant influence on team performance. This offers practical insight for recruiting members. There is a positive relationship between task conflict and performance in teams with high learning orientation (or a low performance orientation). Innovative, complex, or uncertain tasks may require teams to create multiple ideas to arrive at a deep understanding and high-quality decisions. In these circumstances, team manager may use “goal orientation disposition” as a criterion for selecting team members. Some researchers propose various interventions to trigger goal orientation states, goal orientation mindsets, and behavioral manifestations (Kozlowski and Bell, 2006; Chen and Mathieu, 2008). Managers can frame their team members’ tasks and discussion toward learning rather than performance goals. Finally, in collectivistic cultures, people tend to be concerned about the evaluations of others. In such contexts, it is imperative for managers to guide team members in perceiving different opinion or criticism as valuable diagnostic information rather than denial of their abilities. Thus, helping team members to share divergent opinions openly is useful, since task conflicts can benefit performance.

Because of an increasingly diverse workforce, work groups are inevitably composed of members with different demographic backgrounds, values, expertise, and perspectives. As previous research on the effects of diversity in teams has shown inconsistent results, the Homan et al. study (2008) set out to broaden our understanding of diversity and how that relates to team learning. The positive effects of diversity are assumed to be caused by information/decision-making processes. The negative effects are assumed to result from disruptive social categorization processes (Williams & O’Reilly, 1998). However, these perspectives are not able to predict when positive or negative effects of diversity will occur. That is, given a certain level of diversity, it is difficult to forecast, based on these theories, what the performance of a team will be. Perhaps the most compelling finding of the Homan et al. study was that in both the highest- and lowest-performing teams, diversity was salient. The outcomes of diversity are contingent upon the salience of the diversity, as well as upon how people feel about diversity. First, their findings point to the importance of diversity salience. Comparing three conditions of salience, they showed that within sex-diverse teams, increasing the salience of sex-based subgroups by aligning sex with reward structure leads to lower levels of performance, whereas cross-cutting sex with reward structure or providing a superordinate identity leads to higher levels of performance. These findings represent an important qualification of the social categorization perspective because they indicate that teams with similar levels of diversity do not necessarily experience similar social categorization processes and exhibit similar performance. It suggests that the relation between diversity and performance is more complex than is assumed in the social categorization perspective, as diversity does not necessarily hamper group processes and consequential group performance. Their findings also address the information/decision-making perspective, according to which diversity stimulates the use of information and thereby enhances performance. The present study indicates that such positive effects of diversity are likely to occur when the salience of subgroups within a team is reduced, but not when subgroup salience is reinforced. Second, they show that there are differences in how teams experience their diversity based on the openness within the team. The study shows that diverse teams that score high on openness to experience perform better than diverse teams that score low on this characteristic. When differences within a team are salient, openness to experience helps teams to capitalize upon their differences. This suggests that people’s ideas about diversity should be considered when examining diversity effects. Third, the study qualifies and extends the similarity/attraction paradigm, superordinate identity models, and fault-line theory. Whereas the similarity/attraction paradigm leads to the prediction that people will be more attracted to similar than to dissimilar others, their results show that there are individual differences in people’s reactions to dissimilar others. One can, therefore, not simply predict that within diverse teams people will be more attracted to their in-group than to an out-group; rather, such attraction depends on people’s openness to experience. The findings also show that installing a superordinate identity can help to overcome some of the negative consequences of diversity, even when groups score low on openness to experience.
Finally, regarding fault-line theory, the results indicate diversity fault lines need not disrupt team processes, if team members score high on openness to experience. In summary, these findings suggest several possible diversity-management strategies. First, selecting team members who score high on openness to experience might help teams make use of the value in diversity. Second, when diverse teams contain members low in openness, a solution would be to advocate pro-diversity beliefs, to stimulate information elaboration and team performance. Thirdly, another practical solution for managing diverse teams low in openness to experience would be to install a superordinate identity to decrease diversity salience and prevent subgroup categorization. One way in which management could accomplish this would be to use reward structures that emphasize a team’s superordinate identity. Finally, in teams high in openness, reward structures may be used to create a cross-categorized identity that highlights diversity but reduces the salience of subgroups. Although a strong focus on superordinate identity can result in better performance, as compared to a fault-line group it might also decrease the positive effects of openness to experience.

A final study, with results on what might be the most powerful intervention for team-learning, is that of Tannenbaum & Cerasoli (2012). Debriefs (or “after-action reviews”) are increasingly used in training and work environments as a means of learning from experience. The researchers sought to unify a fragmented literature and assess the efficacy of debriefs with a quantitative review. Used by the U.S. Army to improve performance for decades, and increasingly in medical, aviation, and other communities, debriefs systematize reflection, discussion, and goal setting to promote experiential learning. Unfortunately, research and theory on debriefing has been spread across diverse disciplines, so it has been difficult to definitively ascertain debriefing effectiveness and how to enhance its effectiveness. Tannenbaum & Cerasoli conducted an extensive quantitative meta-analysis across a diverse body of published and unpublished research on team- and individual-level debriefs. Findings from 46 samples (N = 2,136) indicate that on average, debriefs improve effectiveness over a control group by approximately 25% (d = .67). Average effect sizes were similar for teams and individuals, across simulated and real settings, for within- or between-group control designs, and for medical and nonmedical samples. Meta-analytic methods revealed a bolstering effect of alignment and the potential impact of facilitation and structure. The researchers’ conclusion was that organizations can improve individual and team performance by approximately 20% to 25% by using properly conducted debriefs. According to them, debriefs are a relatively inexpensive and quick intervention for enhancing performance. Their results lend support for continued and expanded use of debriefing in training and in situ. To gain maximum results, it is important to ensure alignment between participants, focus and intent, and level of measurement.

2. FACTORS FOR INDIVIDUAL LEARNING IN GROUPS

Essential in collective learning are the simultaneous individual learning processes. The collective learning process can be seen as the result of or sum of individual learning activities. As Reagan et al. (2005) argue, there is a relationship between individual learning (outmost the cognitive processes of the individual brain) and organizational learning. To illuminate factors responsible for the variation in collective learning rates, the learning ability of the individual is an important point of departure, and in this section, we focus on factors related to individual learning in group contexts.

PSYCHOLOGICAL AND COGNITIVE FACTORS RELATED TO INDIVIDUAL LEARNING

Bonabeau discusses this perspective in an article from 2009, where his point is how we need to consider limitations in the human brain—different forms of bias—as we work with organizational collective intelligence.

The human brain is a magnificent instrument that has evolved over thousands of years to enable us to prosper in an impressive range of conditions. But
it is wired to avoid complexity (not embrace it) and to respond quickly to ensure survival (not explore numerous options). In other words, our evolved decision heuristics have certain limitations, which have been studied extensively and documented over the last few decades, particularly by researchers in the field of behavioral economics. Indeed, the ways in which our brains are biased may be well suited to the environment of our ancestors, when a fast decision was often better than no decision at all. But the hypercompetitive and fast-paced world of business today requires short response times and more accurate responses and more exploration of potential opportunities. (Bonabeau, 2009).

According to Bonabeau, decision-making can be broken into two tasks: the generation of potential solutions and the evaluation of them. Each of these tasks can be negatively influenced by numerous human biases. Examples of biases in generation of solutions are: (1) self-serving bias (seek to confirm own assumptions), (2) social interference (influenced by others), (3) availability bias (satisfied with an easy solution), (4) self-confidence bias (believes prematurely to have found the solution), (5) anchoring (explores in the vicinity of an anchor), (6) belief perseverance (keeps believing despite contrary evidence), and (7) stimulation (“only knows a solution when seeing it”). Examples of biases in evaluation of solutions are: (1) linearity bias (seeks simple cause-effect relationship), (2) local versus global (confuses local and global effects), (3) statistical bias (avoids statistical analysis), (4) pattern obsession (sees patterns when none are present), (5) framing (influence by presentation of solution), (6) hyperbolic discounting (dominated by short-term effect), and (7) endowment bias (has aversion to risk or loss).

In a recent study relating to biases of the human brain, Minas et al. (2014) use NeuroIS\(^4\) to study information processing biases in virtual teams. Virtual teams are increasingly common in today’s organizations, yet they often make poor decisions. Teams that interact using text-based collaboration technology typically exchange more information than when they perform the same task face-to-face, but past results suggest that team members are more likely to ignore information they receive from others. Collaboration technology makes unique demands on individual cognitive resources, and this may change how individual team members process information in virtual settings compared to face-to-face settings. In the study, Minas et al. use NeuroIS applications such as electroencephalography (EEG), electrodermal activity (EDA), and facial electromyography (EMG) to investigate how team members process information received from text-based collaboration during a team decision-making process. Their findings show that information that challenges an individual’s pre-discussion decision preference is processed similarly to irrelevant information, while information that supports an individual’s pre-discussion decision preference is processed more thoroughly. These results present neurological evidence for the underlying processes of confirmation bias in information processing during online team discussions using text-based information.

In addition to biases like above, research also shows that group members often fail to exchange their uniquely held information. In a study from 2003, Kim relates this form of learning (or lack of learning) to group members’ beliefs about coworkers. Kim (1997) looked at the effect of this on group discussions and performance and found that groups in which members had previously worked together on a similar task displayed a larger discussion bias and achieved lower task performance than groups with no prior experience with coworkers or the task. One explanation for this effect is a sort of collective “curse of knowledge,” in this case, referring to people’s tendency to overestimate the ability of others to solve a problem accurately. Kim suggested that members of experienced groups may have exhibited a larger discussion bias and achieved lower performance because their greater familiarity with both the task and team may have made them more susceptible to believe that their partners already were aware of their privately held information and, thus, led them to exert less effort.

\(^4\) NeuroIS is the application of cognitive neuroscience methods in the information systems (IS) field, for example EEG, EDA, facial EMG.
to communicate it than members of inexperienced groups. A more thorough explanation for the findings is that experience may shape a range of beliefs about coworkers (e.g., due to increased familiarity with the task and/or team, members’ schemas about how relationships and/or capabilities should develop over time, and so on) and that each of these beliefs can affect the sharing of information in groups. This notion is based on research in which perceptions of high coworker competence and motivation were found to lower member efforts and collective performance (Williams and Karau, 1991) as well as on the potential implications of such perceptions for group coordination and discussion (Wittenbaum et al., 1998, 1999). In the 2003 study, Kim found that although perceptions of ‘higher achievement motivation’ in coworkers lowered performance when task information was partially shared, the same perceptions also raised performance when task information was fully shared. Two beliefs were considered: (1) perceptions of coworker task competence, and (2) perceptions of coworkers’ achievement motivation. The evidence from this study suggests that beliefs about coworkers can exert important effects on group discussion and performance. The study suggests that the discussion behaviors in general, and two behaviors in particular (i.e., “the frequency with which group members contributed justifications” and “confirmed partner statements”), completely mediated the relationship between the “perceived motivation X information distribution” and “performance” offers interesting explanations. These behaviors may have enhanced teamwork and, thus, fostered interactions that allowed group members to work more effectively. This interpretation is not only consistent with the notion that coworker perceptions can influence social loafing versus social compensation in groups (Williams and Karau, 1991), but also supports the notion that the extent to which members repeat and validate each other’s ideas can affect the nature of group decisions (Brauer et al., 1995).

Continuing on the relationship between cognition and the use of information systems, Engel et al. (2014) present an interesting study of how social perceptiveness matters also in virtual groups. In research with face-to-face groups, Woolley et al. (2010) found that a measure of general group effectiveness (called c-factor) predicted a group’s performance on a wide range of tasks. The same research also found that collective intelligence was correlated with the individual group members’ ability to reason about the mental states of others (social perceptiveness, see Woolley et al., 2014). Since this ability was measured by a test that requires participants to “read” the mental states of others from looking at their eyes (the “Reading the Mind in the Eyes” test), it is uncertain whether the same results would emerge in online groups, where these visual cues are not available. However, in their study, Engel et al. find that: (1) a collective intelligence factor characterizes group performance approximately as well for online groups as for face-to-face groups; and (2) surprisingly, the social perceptiveness measure (RME-test) is equally predictive of collective intelligence in both face-to-face and online groups, even though the online groups communicate only via text and never see each other at all. This provides strong evidence that social perceptiveness is just as important to group performance in online environments with limited nonverbal cues as they are face-to-face. It also suggests that the Reading the Mind in the Eyes test measures a deeper, domain-independent aspect of social reasoning, not merely the ability to recognize facial expressions of mental states.

To conclude this section, its apparent that the human brain suffers from a number of biases in knowledge processes. Some just due to how our brain works, others related to who we have around us and how we relate to them. But this also makes it apparent that awareness of this and working with preventing or compensating factors should be a way of developing organizational knowledge work at micro-system level.

**PROCESS AND ORGANIZATIONAL FACTORS IN INDIVIDUAL LEARNING**

Learning by doing represents an important mechanism through which organizations prosper. Some firms, however, learn from their experience at a dramatic rate, while other firms exhibit very little learning at all (Reagans et al., 2005). Three factors of **individual experience** have been identified that affect the rate at which firms learn: (a) the proficiency of individual workers, (b) the ability of firm members to leverage knowledge accumulated by others, and (c) the capacity for coordinated activity inside the organization. Each
factor varies with a particular kind of experience. An increase in cumulative individual experience increases individual proficiency. An increase in cumulative organizational experience provides individuals with the opportunity to benefit from knowledge accumulated by others. An increase in cumulative experience working together promotes more effective coordination and teamwork. To gain insight into factors responsible for the learning curve, the Reagans et al. study examined the contribution of each kind of experience to performance, while controlling for the impact of the other two. The study context was a teaching hospital. The task was a “total joint replacement procedure,” and the performance metric was procedure completion time. They found that each kind of experience made a distinct contribution to team performance. The effect of individual experience on team performance had an inverted U-shape. At low levels of individual experience, increasing individual experience hurt procedure completion times. After approximately five procedures, however, continued increases in individual experience were associated with decreases in procedure completion time. The researchers believe that the initial effect of experience on completion time was a form of negative transfer: Individuals inappropriately applied what they learned working with one set of colleagues to a different set. As individuals gain experience, they learn about the task, and they learn how to apply what they learn working with one set of colleagues to another set. The effect of their experience on performance then becomes beneficial. In the team context, individuals not only learned the task, but they also learned about other people performing the task. Being productive requires an appreciation for each kind of knowledge and the situations in which each kind is valuable.

The results advance our understanding of the factors responsible for effective teamwork. Experience working together was a significant predictor of team performance. Two basic mechanisms were identified through which team experience was beneficial to the organizational learning outcomes. (1) Members of teams with considerable experience working together have more accurate and more sophisticated knowledge of who knows what on the team than their less-experienced counterparts. This knowledge enables experienced teams to match members with the tasks for which they are most qualified and enables members to know to whom to go for advice on the team. (2) Experience working together also improves coordination by enabling members to anticipate each other’s actions and by developing special languages and shorthand ways of communicating. Members of teams with considerable experience working together are also more likely to trust each other than members lacking such experience.

A more specific tool for addressing learning, action-reviews, is also useful to mitigate some of the learning biases described in this section. For decades, the U.S. military has deployed after-action reviews (or “debriefs”) designed to improve learning and performance (Tannenbaum & Cerasoli, 2012). Debriefs lead individuals or teams through a series of questions that allow participants to reflect on a recent experience, construct their own meaning from their actions, and uncover lessons learned in a non-punitive environment. Debriefs have become a common tool for supporting experiential learning in military settings and are becoming more common in other sectors as well. They are used in training settings (e.g., after a simulation exercise) as well as in situ (e.g., after a work experience). Debriefs are a potentially powerful yet simple tool to improve the effectiveness of teams and individuals, but research and theory have been scattered across multiple disciplines. However, in a meta-analysis Tannenbaum & Cerasoli indicates that on average, debriefs improve performance by approximately 25%. Even excluding the three largest effect sizes yields a conservative average improvement of 21%. Pragmatically, an improvement of 20% or more is quite encouraging for an inexpensive intervention that requires little time to conduct (the average debrief studied lasted approximately 18 min). Moreover, debriefs appeared to work equally well for teams as they did for individuals. Their findings indicate that aligning participants, intent, and measurement yield the greatest effects. When the goal is to improve team effectiveness, it makes sense to conduct debriefs with teams, to focus on improving the team, and to measure the performance of the team as a whole. In fact, on average, team debriefs that were conducted and studied in that manner showed an average effect size of 38%, including two of the three largest effect sizes in the meta-analysis. Similarly, when the goal is to improve individual effectiveness, focusing on improving the individual’s performance (rather than the team’s performance) is more effective.
However, noteworthy is that although alignment is clearly optimal, even “misaligned” debriefs demonstrated a reasonable level of efficacy, suggesting a broad range of acceptable applications.

**STIMULATING LEARNING ON INDIVIDUAL LEVEL**

In this section the researchers’ ideas on implications and interventions on are summarized. For example, Bonabeau (2009) argues for tools he calls outreach, additive aggregation, and self-organization that can be used for mitigating biases in collective intelligence caused by the human brain. Outreach: When collecting ideas (generation) or assessing them (evaluation) a company might want to tap into people or groups that have not traditionally been included. It might, for instance, want to reach across hierarchical or functional barriers inside the organization, or it could even desire to obtain help from the outside. The value of outreach is in numbers: broadening the number of individuals who are generating or evaluating solutions. The development of open-source software is perhaps the best example of the power of sheer numbers. “With enough eyeballs, all bugs are shallow” is the commonly quoted expression, which means that, with enough people working on a project, they will uncover every mistake. The underlying philosophy here is that there are people out there who can help you and, moreover, those individuals are not necessarily where you might expect them to be. Additive aggregation: Companies can collect information from myriad sources and then perform averaging. The process can be used to aggregate data from traditional decision groups, or it can also be combined with outreach to include information from a broader set of people. Here, the whole is, by definition, equal to the sum of its parts (or some average of it). The simplest example involves the direct application of the law of large numbers—for example, asking a crowd to estimate the number of jelly beans in a jar and then taking an average of all the responses. The key is to maintain the right balance between diversity and expertise. Self-organization is the mechanisms that enable interactions among group members to become “a whole” being larger than the sum of its parts. However, there is a danger: If the interaction mechanisms are not designed properly, the whole can end up being much less than the sum of its parts. Groupthink is but one example of the downside of self-organization. Finally, Bonabeau makes a general observation. Collective intelligence tends to be most effective in correcting individual biases in the overall task area of generation. He speculates that we, as individuals, are far weaker explorers than evaluators, and that, for all the flaws in our heuristics, we are pretty good at detecting patterns. Thus, when tapping a collective, companies are now more likely to obtain greater value from idea generation than from idea evaluation.

Regarding the Minas et al. (2014) study, their findings illustrate the importance of considering how information systems affect individual cognition. It suggests that a primary cause of poor decision-making in virtual teams is confirmation bias rather than information overload. Immediate implications include designing collaboration systems that mitigate an individual’s confirmation bias, in addition to focusing on issues of group information exchange. Confirmation bias is inherently an individual process, not a team process. Much past team research focused on a social psychology-based framework of process gains and process losses that collaboration can introduce into the teamwork process. Such social psychological factors remain important, but there is a need to place a greater emphasis on cognitive psychology and the ways in which individual cognition influences teamwork. An example is Kray and Galinsky (2003), where they show that a team-building exercise can be used to induce counterfactual information search and processing—the search for and use of information that challenges a team member’s initial pre-discussion preferences. By introducing such a counterfactual priming procedure, it may be possible to mitigate some of the confirmation bias observed. Likewise, routinely summarizing known facts and organizing them as supporting or challenging specific alternatives may avoid overlooking preference-challenging information.

The Kim (2003) study of coworkers’ perceptions of each other also suggests that it may be useful to investigate how various discussion behaviors may provide ways of information sharing in groups. The purpose of the study was to investigate how beliefs about coworkers affected group information sharing and performance. It
discovered that the discussion behaviors in general, and two behaviors in particular: the frequency with which group members contributed justifications and confirmed partner statements, completely mediated the relationship between perceptions of motivation and performance (perceptions of motivation x information distribution action and performance). This supports the notion that the extent to which members repeat and validate each other’s ideas can affect the nature of group decisions (Brauer et al., 1995). This approach of examining group processes may prove beneficial by allowing us to move beyond simple measures of the extent to which information is shared to provide insight into the way it is used. The study highlights the importance of considering more thoroughly the social-psychological processes operating in groups.

The Engel et al. study (2014) show that the relationship between team cognitive ability and performance vary with the way that cognitive ability is represented in the team and the type of task the team is performing. In particular, the performance of teams working on a task that requires a high degree of cooperation and communication is most influenced by the member with the lowest cognitive ability because that person tends to slow the rest of the group. In contrast, on tasks for which the optimal strategy is to select the best member (e.g., running a race, or answering a factual question), the cognitive ability of the highest scoring member tends to predict performance. Finally, more complex, multifaceted tasks that require each member of the team to perform a subtask and then combine inputs into a team product are most influenced by the average ability of team members. Higher average cognitive ability is associated with greater propensity to adapt to a changing environment, as well as to learn from new information discovered during work. It is also an interesting question whether the degree of social perceiving abilities, as measured by RME or otherwise, can be altered by training or experience. It remains an open question, but recent studies (Kidd & Castano, 2013) suggest that theory of mind abilities as measured by RME can be, at least temporarily, improved by, for example, reading literary fiction, which implies a new and interesting avenue of research for improving group performance. In summary, the results of this study provide strong empirical support for the conclusion that even the collaboration of teams working online can be characterized by a single collective intelligence factor, and that theory of mind abilities are just as important to group effectiveness in these online environments where many kinds of nonverbal communication are not possible. In other words, it appears that the Reading the Mind in the Eyes test does not just measure the ability to read emotions in eyes but also the ability to “read between the lines” of text-based online interactions.

In the Reagans et al. (2005) study, the three factors of individual experience that were identified as affecting the rate at which firms learn (the proficiency of individual workers, the ability of firm members to leverage knowledge accumulated by others, and the capacity for coordinated activity inside the organization) all represent a distinct kind of knowledge. However, according to the authors, the different kinds of knowledge can substitute for each other. For example, the goal of the program is to train competent surgeons. Turnover is expected. However, turnover in the program reduces the level of individual and team experience inside the organization. The decline in knowledge can be expected to hurt performance. The results indicate, however, that the loss of knowledge due to this turnover can be compensated for in part by how future teams are constructed. Teams should contain at least three individuals, two individuals who are experienced and have experience working with each other and a third person who lacks experience. Such a team would provide an attractive training ground for an inexperienced resident or fellow. It provides the individual with the opportunity to gain experience, but his or her lack of experience would not significantly hurt the level of individual experience and experience working together on the team. The impact on procedure completion times could by

---

5 This could be relevant measures of level of communicative dynamics
this be minimized. Even though this research is about performance improvements in hospitals, other types of organizations are structured similarly to teaching hospitals in that individuals work on teams whose memberships change over time and are nested in larger organizations. However, it is important to note that the studied environment represents a situation with fairly immediate feedback on team performance (joint replacements). This makes it easier for teams and individuals to learn and adapt.

3. KNOWLEDGE SYSTEMS AS GROUP PATTERNS

COLLECTIVE INTELLIGENCE—A PROCESS OF SELF-ORGANIZATION

In the last few decades, a new scientific paradigm for organizations has slowly been emerging: complexity (Liang, 2007; Heylighen, 2012). This paradigm departs from traditional organizational paradigms based on reductionism and determinism by focusing on the non-linear interactions between the components of a complex system. Central in this is the phenomenon of self-organization. Collective intelligence could be seen as the result of such processes of self-organization, putting the emphasis not only on learning but also on the enactment of a team as a collective system. Due to their social interactions, and establishing of relations, any group will experience a form of self-organization. Individuals come to the table with different backgrounds, habits, ideas, cultures, perspectives, and even languages. To be able to communicate at all, they first need to agree on a common set of terms and what those terms mean. Heylighen (2012) calls this the emergence of linguistic conventions, the first step toward a shared representation. They need to agree about basic assumptions, such as what the situation is, what can be done about it, and what should be done about it. Finally, they will need to agree on who will do what and when. If successful, this sequence of agreements will lead to a coordinated form of action, where the different members of the group contribute in an efficient way to a collective solution to whatever their problem was. If this process were directed by a single individual (say, the group leader) who imposes a consensus view on the others, then that view would ultimately not be more powerful than the view of the leading individual. In other words, the collective would in the end not be able to be more intelligent than its leader.

True self-organization, however, happens in a distributed or decentralized manner: The different members of the group all contribute to the emerging organization, and no one is in control. This makes the process complex and intrinsically unpredictable, as tiny differences in the initial state (such as who speaks first, or which word is initially used to designate an item) may lead to very different outcomes. That is why such a process of group discussion and emergent interaction patterns needs to be understood with the conceptual tools of complexity science. Processes in complex systems are usually non-linear, their effects are not proportional to their causes. The basic principles for the development of a complex system are that when the effects are larger than the causes we may say that there is an amplification or positive feedback; initially, small perturbations reinforce themselves to become ever more intense. (Examples are the spread of a disease, chain reaction that leads to a nuclear explosion, and so forth.) When the effects are smaller than the causes, there is a dampening or negative feedback. Interactions with positive feedback are very sensitive to their initial conditions; a change in that condition may be so small that it is intrinsically undetectable, yet results in a drastically altered outcome (this is what has been called the butterfly effect). The non-observability of the initial perturbations means that the outcome is in principle unpredictable, even if the dynamics of the system were perfectly deterministic. Positive feedback will amplify small, random fluctuations into wild, unpredictable swings, making the overall behavior of the system chaotic.

The concept of self-organization is becoming increasingly popular in various branches of science and technology. Although there is no generally accepted definition, a self-organizing system may be characterized by global, coordinated activity...
arising spontaneously from local interactions between the system’s components or “agents.” This activity is distributed over all parts (individuals) of the system, without a central controller supervising or directing the behavior. The term “self-organization” was first proposed by Ashby (1947). He noted that a dynamic system left on its own will spontaneously evolve toward what we now call an “attractor,” a stable regime of activity toward which the system will tend to return even if disturbed. He further noted that in this regime the different components of the system are in a sense mutually adapted, so that they function in a coordinated, “organized” manner.

Heylighen (2012) tries to formulate a general conceptual foundation for the study of self-organization and apply this to the emergence of collective intelligence in groups. According to him, self-organization is a problem of coordination. At the very least, the actions of individuals in groups should not hinder, obstruct, or oppose each other, what Heylighen calls the avoidance of friction. As described earlier, coordination can be subdivided into four elementary processes or mechanisms: alignment, division of labor, workflow, and aggregation. Alignment means that the different actions (and therefore also their agents) “point in the same direction,” or, more precisely, aim at the same target. However, if all agents merely act in the same way, their combined action will be at most quantitatively more powerful than their individual action. To reap the full benefits of cooperation, different actions need to complement each other. Only then can the activity achieve more than the sum of its parts, hence division of labor. Workflow is its complement. It coordinates activities that take place one after the other, sequentially. To fully reap the benefits of synergetic action, we need a final mechanism of coordination, aggregation. Different agents contributing different actions at different times to a joint activity will be most effective when the fruits of their activity are assembled into a final product (Surowiecki, 2005).

**COGNITIVE AND PSYCHOLOGICAL FACTORS IN KNOWLEDGE SYSTEMS**

Cognitive factors in self-organizing processes point toward a critical factor for team coordination, the teams’ mutual understanding of their task and situation—the representation, group mental models, or shared mental models (or to use Surowiecki’s terminology, cognitive alignment). Mathieu et al. (2000) look into the coordination mechanisms of shared mental models. According to them, the shared mental model theory explains what the mechanisms of adaptability might be, that is, how teams can quickly and efficiently adjust their strategy “on the fly.” The following sections provide more details regarding shared mental model theory and its relationship to effective teamwork.

Essentially, mental models are organized knowledge structures that allow individuals to interact with their environment. Specifically, mental models allow people to predict and explain the behavior of the world around them, to recognize and remember relationships among components of the environment, and to construct expectations for what is likely to occur next (see Rouse & Morris, 1986). Furthermore, mental models allow people to draw inferences, make predictions, understand phenomena, decide which actions to take, and experience events vicariously (Johnson-Laird, 1983). Mathieu et al. define a mental model, in keeping with Rouse and Morris (1986), as a “mechanism whereby humans generate descriptions of system purpose and form, explanations of system functioning and observed system states, and predictions of future system states.” Hence, mental models serve three crucial purposes: They help people to describe, explain, and predict events in their environment.

Cannon-Bowers et al. (1993) and others have argued that there is probably not a single mental model that must be shared among team members. In fact, Klimoski and Mohammed (1994) contended that “there can be (and probably would be) multiple mental models co-existing among team members at a given point in time. These would include models of task/technology, of
response routines, of team work, etc." Rentsch and Hall (1994) advanced similar notions and argued that team members’ schema similarity (a concept quite like mental models) could be described in terms of both team work and task work. Table 1 describes several of these mental models.

<table>
<thead>
<tr>
<th>Technology/equipment</th>
<th>Equipment functioning</th>
<th>Likely to be the most stable model in terms of content. Likely requires less to be shared across team members.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating procedures</td>
<td></td>
<td></td>
</tr>
<tr>
<td>System limitations</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Likely failures</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| Job/task              | Task procedures       | In highly proceduralized tasks, members will have a shared task model. When tasks are more unpredictable, the value of shared task knowledge becomes more crucial. |
|                       | Likely contingencies, scenarios |                                                                                                 |
|                       | Task strategies       |                                                                                                 |
|                       | Environmental constraints |                                                                                                  |
|                       | Task components       |                                                                                                 |
|                       | Relationships        |                                                                                                 |

| Team interaction      | Roles/responsibilities | Shared knowledge about team interactions drives how team members behave by creating expectations. Adaptable teams are those who understand well and can predict the nature of team interactions. |
|                       | Information sources    |                                                                                                 |
|                       | Interaction patterns   |                                                                                                 |
|                       | Communication channels |                                                                                                 |
|                       | Role interdependencies |                                                                                                 |
|                       | Information flow       |                                                                                                 |

| Team                  | Teammates' knowledge  | Team-specific knowledge of teammates helps members to better tailor their behavior to what they expect from teammates. |
|                       | Teammates' skills     |                                                                                                 |
|                       | Teammates' attitudes  |                                                                                                 |
|                       | Teammates' preferences|                                                                                                 |
|                       | Teammates' tendencies |                                                                                                 |

Table 1: Types of shared mental models in teams (from Mathieu et al., 2000)

First, team members must understand the technology or equipment with which they are interacting. The dynamics and control of the technology and how it interacts with the input of other team members is particularly crucial for team functioning. Second, team members must hold shared job or task models. Such models describe and organize knowledge about how the task is accomplished in terms of procedures, task strategies, likely contingencies or problems, and environmental conditions. Third, team members must hold shared conceptions of how the team interacts. These models describe the roles and responsibilities of team members, interaction patterns, information flow and communication channels, role interdependencies, and information sources. The final model that team members must share is the team member model. This model contains information that is specific to the member’s teammates, their knowledge, skills, attitudes, preferences, strengths, weaknesses, tendencies, and so forth (Mathieu et al., 2000).

Cannon-Bowers et al. suggested that teams that must adapt quickly to changing task demands might be drawing on shared or common mental models. The rationale behind their assertion was that to adapt effectively, team members must predict what their teammates are going to do and what they are going to need to do it. Hence, the function of shared mental models is to allow team members to draw on their own well-structured knowledge as a basis for selecting actions that are consistent and coordinated with those of their teammates. This is especially so under conditions in which communication is difficult because of excessive workload, time pressure, or some other environmental feature teams are not able to engage in necessary strategizing. In this case, shared mental models become crucial to team functioning because they allow members to predict the information and resource requirements of their teammates. Hence, members can act based on their understanding of the task demands and how these will affect their team’s response. It is this ability to adapt quickly that enables teams in dynamic environments to be successful.
Heylighen (1999) calls the same phenomenon for coordinating a team “collective mental maps.” He argues that obstacles created by individual cognitive limits and the difficulty of coordination can be overcome by using a collective mental map. He defines it as a shared read/write access that represents problem states, actions, and preferences for actions. Using references to ant colonies and their pheromone trails, as well as termites and their heaps of mud, he puts forward the mechanism of “stigmergy.” By following extremely simple rules, these low-intelligence individuals can create collective intelligence. Their communication is indirect, using pheromone tracks and dung heaps as their common ground for communication, stigmergy (from the Greek components “mark,” i.e., stigma and “work,” i.e., ergon). Similar objects for coordination are the ball in soccer games and money in the market economy. Collective mental maps can work as stigmergy if the collection and representation of data and information can be arranged in a way that is understood by the team. The total memory of the group can then become much larger than what is possible for an individual. A mixture of group memory, like a transactive memory system, and external storage in the form of writing, computers, and so forth, can be created. The representation, or collective mental map, will then function as a “decoder” of the group’s learning ability since it will become the shared parts of the group memory. Hence, the collective mental map and its development will be critical to achieving collective intelligence. Theoretically, the ultimate mental map is as wide as it is possible for the group to hold together without them losing either oversight, ability to act or the ability to share, communicate, and understand each other.

Based on these arguments for the coordinating role of representation, another factor in group cognitive patterns influencing performance would then, of course, be lack of consensus. Ahearne et al. (2010) use a survey and archival data from a sample of 185 pharmaceutical sales teams to study team consensus and its impact on team performance. They argue that there is a problem when team members do not perceive/experience the inputs, processes, and emergent states in the same way since lack of team consensus can create problems or magnify them. Conversely, strong consensus can prevent problems or diminish them. For example, it is more difficult for the group to formulate strategies and coordinate efforts when there is a lack of consensus about the environmental situation. This might suggest that the positive relationship between goal setting and performance should be stronger for teams that have a strong consensus about their environmental situation than for those who disagree on their environmental situation. Ahearne et al. even find that the cognitive factor of consensus affects the influence of behavior on performance. In their study, they find that high consensus regarding behaviors (LEBs or leadership empowerment behavior) and interpersonal climate quality enhances the team’s potency, but only with high LEBs. It weakens team potency given low LEBs. The leaders’ empowerment of the team is particularly advantageous when (1) the problem to be solved is not highly structured, (2) subordinates have more information than their managers for solving the problem, and (3) the solutions to the problem must be accepted by the subordinates to ensure implementation (Weitz, Sujan, and Sujan, 1986). In turn, team potency translates into sales team performance through both extra-role (team helping behavior) and in-role (team effort) behavior. The findings indicate that LEB and the quality of the interpersonal climate of the team can enhance the performance of sales teams by increasing the team’s sense of potency, which leads to greater levels of effort and helping behavior. Also, the impact of LEB on team performance is stronger when team members agree on the extent to which they have been empowered by their leader and about the quality of the interpersonal climate. The study shows that when team members have a strong consensus about the extent to which they have been given autonomy and decision-making authority, LEB has a strong positive effect on the team’s belief that it can achieve its objectives. However, when team members disagree on the extent to which they have been empowered, the impact of LEBs is far less. A noteworthy aspect of this pattern of findings is that the teams with the least confidence in their ability to achieve their objectives are the ones that have not been empowered by their leader (i.e., low LEBs) and are certain of it (i.e., high LEBs consensus). Teams that have not been empowered by their leader but are uncertain about it have a greater sense of potency.
Another representation- and consensus-related concept is developed by Huber and Lewis (2010), **cross-understanding**. It is a group-level compositional construct having as its components each group member’s understanding of each other member’s mental model. They argue that this construct may explain some of the inconsistencies in the group literature and help explain how different levels and different distributions of cross-understanding affect group performance and learning. They develop this concept from one of these inconsistencies in the literature on group cognition, where the argument from the information/decision-making perspective is that high diversity in group cognition is positive for performance since it means access to more knowledge and perspectives. However, from the social categorization perspective, homogenous groups are said to be beneficial. So, their underlying question is rather: When or under what circumstances is cognitive diversion an advantage? It is here that they see the possibility of resolving some of these issues with the concept of cross-understanding. They argue that cross-understanding can mitigate the negative effects of strong subgroups. Cross-understanding enables group members to adapt to the views and behaviors of other group members. Hence, there are situations where we could expect negative effects of diversity, but cross-understanding is why they do not appear. So, what do the authors mean with mental models and cross-understanding? Among the mental model features relevant to a group’s task is *factual knowledge*, facts about the task or qualifications of group members. Also relevant are a member’s *beliefs* about relationships among the task- and group-relevant variables, including cause-effect relationships. A third feature concerns the *scope* of the variables a member assumes to be within the task or group— for example, whether an issue is relevant to the group’s task or whether it should be part of the group’s problem representation. Finally, cross-understanding of other’s mental models also includes other person’s *sensitivity* to the relevance of particular issues or individual preferences, expectations, or demands (also known as utilities, values, or evaluative beliefs). These *preferences* may be politically motivated or otherwise self-serving or may be based on deep-rooted values, and besides influencing a person’s choice-making propensity, they can influence the perceived validity of knowledge, reasonableness of cause-effect beliefs, or relevance of issues. The effect of cross-understanding on group effectiveness is via its influences on

1) the content and efficacy of members’ communications,
2) by elaborating or modifying members’ mental models, and
3) by affecting members’ individual and collaborative behaviors.

Cross-understanding increases the *effectiveness of communication* by enabling members to choose concepts and words that are maximally understandable and minimally off-putting to other group members. An understanding of other members’ mental models allows members to begin their conversations with other members, permitting them to tailor communication to refer to concepts, terms, and perspectives that members have in common. When members are aware of what others know, believe, are sensitive to, and prefer, they are better able to inquire about the reasons underlying another’s knowledge, beliefs, sensitivities, or preferences—for example, by asking for clarification or elaboration on matters related to that member’s mental model. Such extended discussion helps members to develop enriched interpretations of matters relevant to the task or situation, to better understand the “big picture,” and to come to a consensus about the key assumptions underlying members’ knowledge, beliefs, sensitivities, or preferences. By better understanding what others know, believe, are sensitive to, and prefer, members are better able to anticipate other members’ behaviors and thereby more effectively coordinate their actions with the actions of others. Insight into others’ mental models also enables members to recognize when *other members’ mental models* are different from theirs, alerts members to the possible need to adapt to this situation, and facilitates members’ identification if appropriate adaptive behaviors (such as broadening their mental model or sharing information that other members apparently do not possess but might need to possess to participate more effectively in the group’s processes). Thus, by helping members *anticipate and adapt to one another’s actions*, cross-understanding facilitates coordination.

*Group identity,* or rather lack of it, is the next topic of cognitive factors in groups’ self-organization, studied by Van der Vegt & Bunderson (2005).
multidisciplinary teams in the oil and gas industry, they examine the relationship between expertise diversity, team learning, and team performance under varying levels of collective team identification. They find that in teams with low collective identification, expertise diversity was negatively related to team learning and performance; where team identification was high, those relationships were positive. These results further underscore the need to move beyond the simple diversity-affects-performance model to think in more complex ways about how and under what conditions a diversity of expertise in groups might promote or inhibit group effectiveness.

In the creation of group identity, individual team members can be instrumental in the success or failure. Adams and Anantatmula (2010) explore in an article social and behavioral influences of individuals on the project team and how those behaviors impact the team’s social behaviors. A literature review is used to present a discussion of the development of self-identity and an explanation of how an individual’s social and behavioral tendencies can influence the formation of social identity, group emotion, group mood, and emotional intelligence. According to their study, every team progresses through stages of social and behavioral development. See Figure 6 for how these relate, according to Adams and Anantatmula.

![Figure 6: Hierarchy of social and behavioral development.](image)

The stages are shaped by the self-identity characteristics that the team members bring to the team. These characteristics have been developed within the family unit and through life experiences and make each team member unique. When team members interact with other individuals in a team setting, they project these characteristics in both verbal and nonverbal mannerisms and communications to shape the structure and behavioral personality of the team. The team then contributes to the individual’s development of social identity. Studies show that an individual can consciously exhibit social behaviors, verbally or nonverbally, that influence acceptance, leadership, and team-status hierarchies. As a team continues to mature, transition to group emotion, group mood, and finally to emotional intelligence takes place. It can be deduced that since every team is composed of unique individuals, the team itself will also be unique to all other teams. Research, however, also points to the fact that, although each team is unique, the process of team development repeatedly conforms to the same pattern. Predictable stages of team development, with respect to the social and behavioral progression, can be delineated with characteristics.

**PROCESS AND ORGANIZATIONAL FACTORS IN KNOWLEDGE SYSTEMS**

From a process perspective, in relation to a phenomenon such as representation and self-organization, it has been argued that group goal-setting should be a key process. In a combined meta-analytic and narrative review, O’Leary-Kelly et al. (1994) assess the influence of group goals on group performance. Their review revealed a strong group goal effect. According to this study, groups who set goals perform a whole standard deviation better than groups who do not. Their conclusion is that this is probably due to the goal discussions helping the groups to clarify their representation and supportive coordination. Goal-setting theory suggests that goals are associated with enhanced performance because they mobilize effort, direct attention, and encourage persistence and strategy development (Locke & Latham, 1990). According to individual goal-setting theory, goals are effective because they indicate the level of performance that is acceptable. Specific goals are critical to the individual goal effect because they establish one
minimum acceptable performance level, but ambiguous goals either do not make clear the appropriate performance level or indicate to individuals that a range of performance levels is acceptable. In groups, the ambiguity surrounding the definition of acceptable performance may be increased because several goals operate simultaneously. Zander (1980) suggested that at least four types of goals exist in group contexts: (1) each member’s goal for the group, (2) each member’s goal for himself or herself, (3) the group’s goal for each member, and (4) the group’s goal for itself. In view of the existence of these numerous and potentially inconsistent goals, it is likely that goal specificity will also be critically important to the group goal effect. Individual-level goal-setting theory also suggests that the degree of difficulty associated with a goal is a critical issue. Difficult goals, if accepted, lead to greater individual effort and persistence (Locke & Latham, 1990; Locke, Shaw, Saari, & Latham, 1981; Tubbs, 1986). Although it is likely that difficult group goals are associated with increased group member effort and persistence, it is important to recognize that the group context provides other stimuli to effort and persistence. For example, previous research suggests that the cohesion of a group may influence group performance, with members of cohesive groups more likely to participate in coordinated patterns of behavior (Levine & Moreland, 1990). Members of a cohesive group working toward an easy goal might, therefore, exert effort beyond their expected individual contributions in order to maintain goodwill within the group. If several group members do so, even easy goals may be associated with high group performance. On the other hand, research on social loafing (e.g., Price, 1987) has demonstrated that group members who feel their contributions are unidentifiable may exert little effort on behalf of a group. If several members engage in this behavior, even difficult goals may be associated with low group performance. The group context, therefore, adds complications to the goal difficulty issue that are not evident at the individual level, making its relationship to group performance particularly worthy of consideration.

Several researchers have hypothesized that variation in team performance can be explained by differences in team structure (Cohen & Bailey, 1997; Gladstein, 1984; Hackman, 1987; Wageman, 1995). This study was thus designed to determine how team structure relates to team performance. Organizational theorists have defined structure as the configuration of relationships with respect to the allocation of tasks, responsibilities, and authority (Greenberg & Baron, 1997). In their review of factors that correlate with team effectiveness, Campion, Medsker, and Higgs (1993) identified two important elements of team structure: interdependence and team autonomy/self-leadership. Prior research on small groups and teams and sociotechnical systems has suggested that task differences moderate the relationships between group inputs, processes, and outcomes. For teams engaged primarily in conceptual tasks, Stewart and Berrick find that their expectation of a U-shaped interdependence-performance relationship was confirmed. However, they found that intra-team processes mediated the relationship between interdependence and performance in these teams. Very high or low levels of interdependence were related to both open communication and less conflict among team members. These socioemotional processes were, in turn, associated with higher team performance. The extremes of interdependence thus seem to be alternative paths to a desirable end when teams perform work that has a conceptual focus. Consistent with much of the literature related to team autonomy, greater team self-leadership was also found to correspond with higher performance for teams primarily engaged in conceptual tasks. Team designs that incorporated moderate levels of interdependence and greater external leadership were found to be more effective when teams were engaged in behavioral tasks, suggesting that relationships between structure and performance in behavioral tasks are the inverse of those for teams primarily engaged in conceptual tasks.

Another perspective of process factors influencing groups acting as a system is their strategies for dealing with external relations. Using this external perspective as a research lens, Ancona (1990) examined team-context interaction in five consulting teams. The data revealed three strategies toward the teams’ environment: (1)
informing, (2) parading, and (3) probing. Informing teams remain relatively isolated from their environment; parading teams have high levels of passive observation of the environment, and probing teams actively engage outsiders. Probing teams revise their knowledge of the environment through external contact, initiate programs with outsiders, and promote their team’s achievements within their organization. In this study, they were rated as the highest performers among the teams, although member satisfaction and cohesiveness suffered in the short run. Results suggested that external activities are better predictors of team performance than internal group processes for teams facing external dependencies. Traditional models of group process tend to treat groups as closed systems that act as settings shaping individual attitudes, attributions, and decisions (Stephan, 1984). Whether group research has stemmed from the humanistic or the decision-making school of management scholarship or from social psychology, the focus has been on the interaction among group members (Gladstein, 1984). Existing models predict that a group’s performance will be high to the extent that it manages its internal processes. However, since organizational groups have high external demands, it is important to extend the theoretical lens from the team boundary outward. This shifts the focus to the group in its context, and the group is assumed to have an existence and purpose apart from serving as a setting and apart from the individuals who compose it. From this perspective, teams that can manage their external dependence and obtain critical resources should perform better than those that are able only to manage their internal dynamics. The study suggests that teams develop three different strategies toward their environment. The strategy of informing called for concentration on internal team process until the team was ready to inform outsiders of its intentions; parading consisted of simultaneous emphasis on internal team building and achieving visibility that would allow outsiders to see that members knew and cared about them; and probing stressed external processes, requiring team members to have a lot of interaction with outsiders to diagnose their needs and experiment with solutions.

Finally, a more philosophical perspective on the relationship between organizational and collective intelligence is taken by Raye (2014), who discuss how hierarchies cause problems for the natural flow of information. Her argument is that top-down hierarchies typically are characterized by command-and-control systems of authority that often create harmful stress and internal competition for advancement. The perception of “limited room at the top” cause people to withhold or hoard information by focusing competition energy internally rather than externally. This would explain the creation of silos of information and negative stress in organizations. Voluntary turnover drains talent as creative individuals tire of the politics and seek harmonious work environments. “Change management” becomes an issue, as members’ natural compulsion to provide feedback and insights is limited. The triangular shapes of top-down hierarchies are non-random and limited, according to Benoit Mandelbrot, which may explain why many top-down organizations typically grow through acquisitions rather than by expanding from within. The more natural organization, according to Raye, would follow the fractal geometry of living systems in nature, which is both random and scalable, ensuring pattern integrity during evolutionary adaptations. Fractal organization theory recognizes an emergent human operating system that mimics nature in its capacity for creativity, adaptation, vitality, and innovation. The qualities of a fractal organization include “shared purpose” and “values” that create pattern integrity; universal participation in ideas and solutions for continuous improvement, decision-making at functional levels, leadership devoted to universal leadership, and competition energy directed outwards instead of inwards. Relationship development enables the effective flow of information between individuals and among teams. At all levels of a fractal organization, members share information iteratively and make decisions collectively in response to constantly changing conditions.

**STIMULATING GROUPS TO ENACT INTELLIGENT SYSTEMS**

As a general introduction to this section, I will use a meta-analysis by Klein et al. (2009) conducted to answer the question: Does team-building work? Their research reports the results of a comprehensive investigation into the effectiveness of team building. The study considers the impact
of four specific team-building components (goal setting, interpersonal relations, problem solving, and role clarification) on cognitive, affective, process, and performance outcomes. Results (based on 60 correlations) suggest that team building has a positive moderate effect across all team outcomes. In terms of specific outcomes, team building was most strongly related to affective and process outcomes. Specifically, the finding that the role-clarification and goal-setting components improved performance over the other teambuilding components could benefit practitioners and organizational managers by providing increased clarity into ways in which leaders may best direct their teams (i.e., being clear about subordinates’ roles and setting goals). The study also suggests that team building has a greater impact on some outcomes over others, and some team sizes over others. In a case where a manager suspects that his or her team may benefit from team building it would serve the manager to evaluate and identify the team’s characteristics, as well as the specific problems encountered prior to intervening with team building. The results also reinforce the view that not all teams will benefit from the same team-building intervention.

If we want to work on an organizational level, with improving groups or individuals enacting groups, Mohr et al. 2004 suggest the micro-system concept, developed originally in studies of large health-care organizations. Micro-systems usually coexist with multiple other micro-systems within the organization. These cross-micro-system relationships will be essential to improving handoffs but also to provide opportunities for learning about systemic problems within the organization. However, for voluntary interactions across organizations, several conditions must be met, according to Mohr et al. There must be an internal need for resources, a commitment to an external problem, and the opportunity to change. Also, there must be a consensus on the external problem(s) facing the organizations as well as a consensus on the specific goals and services for developing a joint effort.

As a foundation for connecting micro-systems and hence create organizational intelligence or performance, it is suggested that the following factors are crucial:

- **context**—refers to the environment in which the partnership exists, the internal and external stakeholders, their historical relationships and influence, the presence or absence of human and financial resources, the political environment, public sentiments, and the current challenges facing the community;

- **strategic intent**—a similar concept to a consensus on the external problem(s) facing the organizations, refers to the reasons the inter-organizational relationship is formed;

- **resource base**—a diversified resource base helps assure that the collaborative can pursue their strategic intent without getting sidetracked by pursuing the goals of a single funding agency;

- **membership heterogeneity**—refers to the balance of the participating members regarding the number and types of participants;

- **coordination skills**—informal as well as formal communication mechanisms assure that the collaborators meet their own goals and are held accountable to demonstrate their progress internally and externally;

- **response to accountability**.

Witte & Engelhard (2004) also argue that as complexity increases, the groups or micro-systems become the key to effective organizations. However, they examine moments of cooperation and how groups tend to perform in relation to their potential. Their conclusion is that groups normally underperform in relation to potential and that group-processes, therefore, should be facilitated to increase efficient coordination. For this, they compile a series of postulates shown below that they argue should guide the development of coordination models and methods for groups or micro-systems.

1) The higher the quality of individual input regarding subject matter at the beginning of the group interaction, the higher the quality of the group performance (Lorge & Solomon, 1955; Grofman, 1978; Sorkin, Hays, & West, 2001).

2) The more individual inputs are independent of one another at the beginning of the group interaction, the higher the quality of the group performance (Sorkin, Hays, & West, 2001).

3) The more the group performance includes individual input, the higher the quality of the
group performance (Hinsz, Tindale, & Vollrath, 1997).

4) The more comprehensible the individual input is for each group member, the higher the quality of the group performance (Libby, Trotman, & Zimmer, 1987).

5) The higher quality of individual input that influences the final group decision, the higher the quality of the group performance (Littlepage, Schmidt, Whisler, & Frost, 1995).

Heylighen (2012) argues that working with and stimulating collective intelligence in groups should address the most important issues to avoid in a collective process, namely the tendency for “groupthink.” This is the phenomenon where people in a group all start to think the same, because a slight initial preference for one approach rather than another becomes amplified via positive feedback. This happens partly because hearing a certain approach will "prime" the mind to consider things from the same perspective, partly because people tend to be conformist, and do not like to contradict or appear to be in conflict with others. A more extreme version of this process leads to the phenomenon of group polarization (also known as “risky shift”). This refers to the common observation that groups tend to be more extreme in their judgments after a discussion than the members were individually before the discussion. Groupthink and group polarization are examples of self-organization gone wrong, where non-linear interaction has led to premature alignment on a suboptimal solution, and where the positive contributions of diversity and division of labor have been neglected. Heylighen argues that the simplest way to avoid groupthink is to disallow direct communication between the group members so that the one cannot influence the other one until everyone has been able to make a full contribution. However, a collective solution still requires an aggregation mechanism that integrates these different contributions. The result can, therefore, be improved if the different members express their opinions independently and anonymously (e.g., on a computer-supported discussion system) before they start responding to the opinions of others, and if the discussion is guided by a neutral moderator, who ensures that everybody duly answers all the important questions, and responds to criticisms of their previous answers. The anonymity makes sure that everybody’s ideas are given equal attention (instead of the discussion being dominated by the more authoritative people). This is also the basis of the so-called Delphi method that aggregates the ideas of a panel of experts, via several rounds of anonymous, mediated discussion.

Regarding representations, Mathieu et al. (2000) find in a study of 56 dyads that greater mental-model convergence relates significantly to better team process and thereby performance. This suggests that efforts to increase team members shared models might lead to greater team effectiveness. One strategy for doing so might be to investigate common underlying cognitive abilities or experiences that give rise to certain knowledge structures. In other words, if individual differences can be tied consistently with the development and use of particular mental models, then teams might be composed to enhance team mental models. If so, traditional human resources efforts such as selection, staffing, and placement could be used to achieve such matches. Alternatively, or perhaps in addition, there are a variety of intervention strategies that could help to develop shared mental models, for example, training application, job rotations, feedback programs, or exposure to certain events. In any case, there appear to be many different avenues that can be pursued to help team members develop shared mental models. A second finding from this research by Mathieu et al. is that different types of mental models can be identified and assessed and that they have unique influences on team processes. The findings suggest that researchers and practitioners should conduct thorough team task analyses to identify the most critical knowledge requirements for a given situation and which of those knowledges must be shared. One final direction for future research warrants mentioning. High mental-model convergence, as operationalized for future research warrants mentioning. High mental-model convergence, as operationalized here, does not imply that the models formed by the team members are appropriate. In other words, convergence does not equal quality—and teammates may share a common vision of their situation yet be wrong about the circumstances that they are confronting.

Regarding team consensus, the Ahearne et al. (2010) study suggests three things that can be addressed from a management perspective. First, their study demonstrates that interpersonal climate consensus plays a critical role in
determining whether the benefits of a leader’s empowerment behavior are realized. Waterson et al. (1999) found that 54% of the companies responding reported little improvement or only moderate gains from their empowerment programs. One reason for this may be that if team members are not able to motivate each other and manage their conflicts, empowering them is not likely to pay dividends—and may well be counterproductive. The research suggests that management needs to focus greater effort on fostering positive interpersonal climate in teams. Managers can do this by, for example, encouraging team members to (1) identify the parameters of conflict, (2) develop norms for cooperative rather than competitive approaches to conflict resolution, (3) recognize the importance of providing feedback to teammates on team success, and (4) use team-building interventions to develop effective means of regulating team member emotions. Second, they found that empowerment increases team potency, effort, helping, and sales performance, which suggests that sales organizations should consider how they can encourage managers to engage in empowerment behaviors. They can do this by increasing awareness of the forms of empowerment behavior, training managers on how to exhibit the behaviors, and reinforcing them when they do so. Also, given the moderating effects of a team’s consensus about its empowerment, it is important for managers to exhibit these behaviors consistently in the presence of all team members and emphasize the authority and autonomy delegated to the team. To the extent that these efforts are successful, the findings suggest that team performance will improve. Thirdly, the interaction between leadership empowerment behavior and consensus has two implications. First, it implies that if a manager wants to empower a team to increase its sense of potency (and, ultimately, its performance), he or she must try to increase the team’s consensus about its empowerment. Second, something as simple as instituting a more frequent and consistent meeting schedule with sales teams could help enhance team consensus.

When it comes to the concept of cross-understanding, Huber and Lewis (2010) argue that perhaps the largest potential contribution of this concept is to foster better analysis and understanding of the complexity of groups. The concept helps to describe how different levels and different distributions of cross-understanding affect group performance and learning. Low cross-understanding is associated with low group learning and performance, and high cross-understanding is generally associated with high group learning and performance. These effects are predicted to hold irrespective of whether members’ mental models are similar or diverse. That is, high cross-understanding should mitigate the negative impact of the discussion bias favoring commonly held information, as well as allow members of diverse groups to make the most of their diversity by encouraging members to surface, discuss, and integrate their different understandings and perspectives. High cross-understanding can, however, have negative effects on group processes and performance when members are motivated to use their understanding of others’ mental models to either (1) create or shape arguments that will lead to group product features favorable to them or their unit, rather than features that enhance the quality of the group’s product, or (2) surface and discuss primarily information that will increase their social standing rather than contribute to the group’s task. Cross-understanding between members of different subgroups should also help mitigate against the divisiveness that might otherwise occur when subgroups are present. The implication of cross-understanding suggests that having teams consisting of highly diversified mental models no longer need conflict with the ability to become an efficient team. Teams with members that have diverse knowledge and high ability for cross-understanding should be able to leverage diversity more efficiently. Stimulating cross-understanding should be possible, both through facilitation, methodology, and the use of information systems, according to Huber and Lewis.

The studies of interdependencies by Stewart & Berrick (2000) demonstrate that type of task is an important moderator. The correlations suggest that teams with behavioral tasks tend to have greater interdependence. Perhaps this is because interdependence is easier to create when a task is routine and behavioral. However, the analyses suggest that teams primarily performing conceptual tasks are the very ones that can benefit most from relatively high levels of interdependence. The study also suggests that
teams performing more conceptual tasks have more self-leadership, and the analyses suggest this greater self-leadership is functional. Practically, the results of the study have implications for determining optimal methods of work-team design. Organizations using teams to complete conceptual tasks can benefit from either very high or very low levels of interdependence, as well as greater self-leadership. In contrast, when work tasks are primarily behavioral in nature, moderate amounts of interdependence and greater external leadership seem best, according to Stewart and Berrick.

Van der Vegt and Bunderson’s (2005) study of group identity offers several implications for practitioners trying to manage expertise diversity in multidisciplinary work teams. First, their findings suggest that it is important for managers to create the proper mix of expertise in assembling teams. Too little or too much expertise diversity within a team may dampen team learning behavior and decrease team performance. Moderate levels of expertise diversity within a team make it more likely that members will utilize their different perspectives and learn from one another—if they also identify with their teams. Consequently, it is important that managers take measures to foster a high level of collective team identification within their moderately diverse teams. According to the researchers, organizations can encourage collective team identification by creating the right mix of task and goal interdependence among team members, by showing support and recognition, by allowing teams to develop a shared history together (rather than changing membership frequently), and by increasing contact among team members, according to Van der Vegt and Bunderson.

On the topic of identity, Adams and Anantatmula (2010) use the project as the basis for discussing implications of the relationship between self-identity and team development. They argue that self-identity is the first developmental stage and the most basic form of social and behavioral development within the context of a team setting. The self-identity stage is prevalent during the forming phase of the team and may require a more directive management style. Communicating clear expectations and reinforcing the team mission while encouraging the team to evolve as a unique group should, therefore, be a priority. On a practical basis, the researchers suggest that the project manager could, for example, meet with each team member to understand the individual’s background and motivation, to assess the individual’s strengths, and to determine their potential contribution to the team. They continue to advise on project manager behavior during the different development phases of the group. The project manager should have a heightened awareness during initial meetings to derail any negative tendencies toward social, behavioral, or minority-biased issues.

The project manager should insist on and reinforce positive social behaviors, such as politeness, as the team starts to build relationships and to minimize conflicts arising from personal differences. As individuals progress in the team process to the storming phase, social identity with the team will begin to emerge. To engage team members, the project manager should be selective in matching team members to specific activities that will spur interest and professional growth, as well as provide a sense of personal satisfaction. For example, individuals who are identified as having a high need for affiliation can be used to promote team-building activities, while individuals with a high need for achievement can be requested to contribute to the development of task-oriented activities. When the team moves to the group emotion stage, the norming phase begins. Now, the project manager should be aware of his or her personal emotions, since the demonstration of positive emotions is important to being perceived as the leader. When negative emotions surface, the project manager should allow for team reaction but then take measures to bring the team back to a positive state. As the team enters the group mood stage, team members and the project manager should be attuned to each other’s behaviors. Occurring in the late norming phase, the project manager’s management style should become increasingly more supportive, rather than directive. Once the team matures to the emotional intelligence stage, the project manager will have minimal influence over the team process. The team will be in the performing phase, operating as a unit, and will be self-managed. At this stage, the team turns attention back to the individual. Since the team sets norms for behaviors and emotions, any negative behaviors will be dealt with quickly by the team and in a caring manner. The project
manager should continue to monitor the team’s social behaviors but should not be too quick to intervene, so as to prevent disruption of the natural team process. All this advice to project managers is from Adams and Anantatmula.

As a complement to such practical advice, Raye (2014) offers a more philosophical perspective on the challenges of current management and leadership. According to Raye, top-down hierarchies emerged when it was common to view uneducated workers as less worthy, resulting in a lasting movement for worker’s rights that pits management against workers, harms productivity, and often influences the relocation of many manufacturing businesses to less developed countries. The author continues to argue that an increase in turnover over the last few decades and the high costs of training replacement workers might be incentives enough to change an organization’s structure from top-down to fractal, although a shift in consciousness will also be necessary. When leaders recognize the critical importance of feedback from workers who interact with an organization’s environment in their daily efforts, they may be more inclined to institute changes in their organization that reflect the value of this information or to create structures that are more egalitarian and inclusive of participation. The practice of leaders as “conduits of information flows” is vital to the success of this approach, as the quality (and quantity) of information exchanges within and outside of the organization is key to successful adaptation. Leaders who monitor and work to improve the dynamics of information flows within their organizations will ensure the best outcomes in rapidly changing environments. The health of a workforce is a direct reflection of the quality of information flowing within an organization. Raye claims that the negative stress of discordant relationships and poor communication practices results in physically damaged bodies that require expensive healthcare and reduce productivity. Finally, she concludes that groups of people who share a purpose and core values create a healthy environment in which individuals thrive and collaboration is valued and rewarded. The fractal nature of such organizations reflects our shared consciousness where information influences both energy and matter.

The Ancona (1990) study has both managerial and theoretical implications. For managers, team building must be tailored to a group’s task. The balance between internal and external focus depends on how much a team needs outside resources, support, or information. Despite the advice of current texts, teams that automatically and exclusively focus inward may be low performers in the long run. Teams with external evaluators, task allocators, and clients may find that developing externally focused roles is as important as developing internal process skills. This study, using an external lens, called for specifying the aspects of composition, structure, and context that most influence process and performance and for including a new set of variables in the model for group performance. The results reported here call for highlighting the clarity of managerial vision, the nature of autonomy, and the degree of external demands and change as key aspects of context. Results also suggest including external strategies such as informing, parading, and probing and the interaction of internal and external activities as key process variables.

General maxims for group facilitation techniques could be read as follows, according to Witte & Engelhard, 2004:

1) Maximize the informational influence on the group performance process,
2) minimize the normative influence on the group performance process, and
3) optimize the influence of individual input on the final group decision.

Teams often comprise experts of various subject areas. Each of those experts has specialized knowledge which other group members do not have (unshared knowledge). Also, the group’s resource includes knowledge which is at the disposal of all group members (shared knowledge). Conformity processes, as part of normative pressure in groups, result in primarily shared knowledge entering a consensual group decision, and specialized knowledge remaining unnoticed (shared view effect). Thus, unique resources of single group members must be explicitly extracted and communicated to the group (Hoffman, Shadbolt, Burton, & Klein, 1995). The importance of each contribution of knowledge regarding the group decision should then be evaluated by the group. Therefore, all comments, arguments, and individual positions must be presented to the
group in a clear and comprehensible way, as they cannot be taken for granted per se, especially so as specialists in a certain field often tend to underestimate the complicated nature of their expertise. To sum up: the quality of group performance regarding non-eureka tasks depends considerably on the addition of shared and unshared knowledge in groups and how it is evaluated.

One critical tool for working on the development of team performance would, of course, be to have valid measures on different team factors. Anderson & West (1998) develop one such measure, TMI, or team climate inventory. Their paper reports the development and psychometric validation of a multi-dimensional measure of facet-specific climate for innovation within groups at work. Many definitions of climate have been put forward, but two approaches are argued to have received substantial support, the cognitive schema approach and the shared perceptions approach. The former conceptualizes climate as individuals’ constructive representations or cognitive schema of their work environment. Superordinate to this focus at the individual level, other authors have emphasized the importance of shared perceptions as underpinning the notion of climate. Organizational climate is then the shared perception of the way things are around the group, such as organizational policies, practices, and procedures. Another controversial issue in climate research has been the meaning of the construct itself, and its operationalization in applied research. A suggested way forward has been instead to talk about “facet-specific climates,” giving it a referent, for example, climate for change, climate for quality, and climate for innovation. Anderson and West then build on previous research to develop a four-factor theory for climate for work group innovation: vision, participative safety, task orientation, and support for innovation. Vision is defined as an idea of a valued outcome which represents a higher-order goal and a motivating force at work. Participative-ness and safety are characterized as a single psychological construct in which the contingencies are such that involvement in decision-making is motivated and reinforced while occurring in an environment which is perceived as interpersonally non-threatening. Task orientation is a shared concern with excellence of quality of task performance in relation to shared vision or outcomes, characterized by evaluations, modifications, control systems, and critical appraisals. Finally, the support for innovation is the expectation, approval, and practical support of attempts to introduce new and improved ways of doing things in the work environment. The study of Anderson & West then shows that by focusing on a specific aspect of climate and its relationship to specific aspects of group-level outcomes, greater predictive accuracy is achieved.

Another type of support for stimulating groups as systems is, of course, the use of communication and collaboration software. He et al. (2007) discuss the growth and development of team cognition and how that supports team coordination. In software development, team-based work structures are commonly used to accomplish complex projects. Software project teams must be able to utilize the expertise and knowledge of participants without overwhelming individual members. To efficiently leverage individuals’ knowledge and expertise, software project teams develop team cognition structures that facilitate their knowledge activities. The He et al. study shows how communication activity and team diversity impact the formation of these structures. A five-week longitudinal study was conducted of 51 database development teams, in order to analyze how communication activities and team characteristics affect the team’s shared knowledge of its expertise and task—that is, awareness of expertise location and shared task understanding. The results suggest that initial member familiarity strongly influences awareness of expertise location and shared task understanding within a team. “Familiar teams”—those with high levels of familiarity—had higher levels of team cognition than unfamiliar teams. However, the favorable effect of familiarity on team cognition faded over time. Later in the projects, familiar teams and unfamiliar teams achieved about the same levels of team cognition. The analysis indicates that while familiarity is important in the early stages, teams can achieve a similar level of team cognition as time passes. The results also reveal that different communication methods employed in the teams had different effects on team cognition. The number of e-mails had no effect on team cognition or team performance. Meetings and phone calls were associated with both elements of team cognition (awareness of expertise location and shared task understanding). Similar results have
been reported in other recent cognition studies, concluding that face-to-face communication is the most helpful communication mode. According to information richness theory, e-mail is less effective than phone calls and meetings in that it is the most limited communication method of the three in terms of the amount of information being conveyed. Also, modes of team communication that rely on face-to-face contact, such as meetings, are more likely to create opportunities for team members to learn from peripheral participation. Overall, this suggests that although e-mail may be a valuable communication tool, software project teams must recognize that relying too heavily on e-mail may ultimately undermine the team’s ability to form team cognition structures, and thus, they may find it more difficult to perform effectively. Finally, team cognition evolves over time. The data analysis concluded significant and positive coefficients for the time variable. The results provide evidence that team cognition evolves over time as team members work together.

To summarize, it's apparent that teams become collective through the team members' coordination of their thoughts and actions. The enactment of something collective will therefore ultimately depend on how synchronized the mental models of the participants are. Models telling them what is going on, what the team is supposed to do, how, when and maybe most important, why. Beyond that, the function and quality of the collective will depend on the effort behind the individual micro-actions performing the actions of the collective. Understanding and developing the mental models, and different aspects of them, are therefore critical in the development and function of teams, which becomes clear in this selection of research and by their results.

INDIVIDUALS
COORDINATING
INTELLIGENT SYSTEMS

HEEDFUL INTERRELATING

Our final perspective on collective intelligence is the group as the sum of individual actions. Weick and Roberts (1993) used the concept of heedful interrelating to explain the necessary effort in coordination by individuals to make complex knowledge systems work in high-risk organizations. They also argue that it is variations in heed that explain the quality, or intelligence, of the system. This section will therefore start with some different perspectives on this quality label of individual coordination in team work; heedful interrelating.

In a study from 2004, Cooren demonstrates how the concept of heedful interrelating can be applied to explain coordination in ordinary organizations (as opposed to reliability organizations) and ordinary work group activities, such as group meetings. Based on her in-depth analysis of excerpts from a board meeting in a drug rehabilitation center, she shows how a group of managers displays a form of intelligence that cannot be reduced to the simple sum of their respective contributions. Although this phenomenon has been illustrated in the context of high-reliability organizations, this analysis extends previous findings by showing that this form of collective intelligence can be found more generally, for example, in patterns of conversational behavior. In the study, managers are constructing, amending, and adding a series of textual blocks that ultimately represent the heedfulness of the group. Although it can be achieved only in interactions, collective minding is a phenomenon that transcends the “here and now” by interrelating this latter with the “there and then,” a phenomenon Cooren calls translocalization, and that can be called a form of organizational intelligence. Through the degree of heed, the process of translocalization of knowledge in the organization is influenced. That is, how the situations and problematics of the organization are brought into the meeting by connecting phenomena from other time-spaces (spatiotemporal dimensions) to the talking, there and then. In this, the individual actions turn into a system with different capabilities due to their heedful interrelating. From this system, a representation grows that becomes both the basis for and the result of learning processes.

Kilduff et al. (2000) also relate the process of integrating knowledge in efficiency organizations to heedful interrelating. In an experiment using
data from 35 simulated firms run by a total of 159 managers attending executive education programs, their research tested several hypotheses concerned with the relationship between demographic and cognitive team diversity and firm performance. The results showed that members of high-performing teams tended to preserve multiple interpretations early in the team’s life cycle, but that they moved toward greater clarity near the end of the life cycle. These high-performing teams, therefore, exhibited both early interpretative ambiguity and late heedful interrelating. An interesting note is that there was no evidence of any effect of demographic diversity on measures of cognitive diversity. The demographic diversity studied was functional specialization (e.g., marketing, research, and development, etc.), national origin (e.g., French, German, etc.), and age. Regarding cognitive diversity, the researchers draw on a sense-making perspective (Weick, 1979, 1995) to argue that cognitive diversity can be either a blessing or a curse, depending on the specific type of cognition involved. From a sense-making perspective, the preservation of multiple interpretations in teams is critical for registering complex environments. Weick reasons that for the detailed registering necessary for successfully coping with a complex, equivocal environment, the variety within the organization must match the variety outside it (Weick, 1979: cf., Ashby, 1952). Interpretive ambiguity within the top management team preserves the requisite variety needed to sense and regulate the variety facing the organization. Interpretative ambiguity is defined as follows: Lack of clarity within the team concerning the degree to which team members share common attributions concerning, for example, organizational success and failure. It is important to note here that the interpretative ambiguity valued by Weick should be distinguished from disorganization on the one hand (i.e., teams in which everyone explicitly disagrees with everyone else) and unanimity or groupthink on the other (i.e., teams in which everyone agrees with everyone else). Interpretative ambiguity resembles most closely that state of equivocality in which both agreement and disagreement concerning the environment are simultaneously possible, allowing the same reality to be perceived by team members in different but complementary ways. As Weick (1995) points out, in organizations characterized by strategic ambiguity “people are not pressed to articulate their individual understanding” of causal connections. Thus, people act effectively together without the team as a whole ever clarifying how much interpretative ambiguity exists. Previous research from a sense-making perspective has shown that teams can act effectively despite an absence of shared meanings (Donnellon et al., 1986) or shared goals (Bourgeois, 1980). From this perspective, efforts to clarify team disagreements may damage performance. The results of the study showed that teams that ended the simulation with high performance tended to reduce the degree of ambiguity over the course of the simulation, even though they tended to start out with high interpretative ambiguity. Exactly the opposite pattern was observed for low-performing teams. The authors conclude (Kilduff et al., 2000) that one of the major tasks of management is to maintain within teams a rich possibility for sense-making while at the same time promoting coordinated work. The cycle of ambiguity and clarity may represent one dynamic solution to the twin problems of impoverished sense-making on the one hand and uncoordinated activity on the other. How can teams foster both equivocality and mutual understanding? The answer from the present research is to take advantage of the natural cycle of work: In the beginning let ambiguity flourish; in the end clarity. Let heedful interrelating keep the team together.

Finally, on the topic of heedful interrelating, Faraj and Sproull, in a study from 2000, also demonstrate how knowledge must be coordinated through “expertise coordination,” that is, the team members actively “bringing expertise to bear,” and they argue that this must be done with "heed.” Like all teams, knowledge teams must acquire and manage critical resources to accomplish their work. The most critical resource for knowledge teams is expertise, or specialized skills and knowledge, but the mere presence of expertise on a team is insufficient to produce high-quality work. Expertise must be managed and coordinated to leverage its potential. That is, teams must be able to manage their skill and knowledge interdependencies effectively through expertise coordination, which entails knowing where expertise is located, knowing where expertise is needed, and bringing needed expertise to bear. Their study investigates the importance of expertise coordination through a cross-sectional investigation of 69 software development teams. The analysis reveals that expertise coordination shows a strong relationship to team performance.
that remains significant over and above team input characteristics, presence of expertise, and administrative coordination. They propose that for expertise coordination to be effective, processes that are distributed, heedful, and emergent must occur. These processes are distributed because expertise is dispersed among team members. They are heedful because overlapping task knowledge allows flexible and supportive joint action, and they are emergent because answers or solutions are not pre-specified but are generated through interactions. It is not sufficient to recognize where expertise is located or where it is needed; a team needs to develop ways by which expertise is promptly brought to bear on the problem. Formal processes of arranging for expertise access such as contracts for database access are not likely to be sufficient for complex and interdependent tasks because they cannot predefine what kind of expertise is needed. Thus, teams need to rely on an emergent process of informal interactions and joint problem-solving to bring expertise to bear.

**PSYCHOLOGICAL FACTORS IN INDIVIDUAL COORDINATION**

Relating to many of the studies mentioned above, (Salovey & Mayer, 1990; Gantt & Agazarian, 2004; Goyal & Akhilesh, 2007), an important factor in individual coordination should be individual emotional intelligence. The authors Moore and Mamiseishvili (2012) investigated the relationship between emotional intelligence and group cohesion by studying 44 undergraduate teams who were completing semester-long projects in their business classes. The results showed that there was a significant positive correlation between group overall emotional intelligence and total group cohesiveness. Of the quadrants of emotional intelligence, awareness of own emotions, and management of others’ emotions showed the strongest positive correlation with group cohesion.

In her dissertation, Stubbs (2005) examines the relationship between team leader emotional intelligence, team-level emotional intelligence, and team performance. She argues that a team leader’s emotional intelligence (EI) will influence the development of group-level emotional intelligence, which was measured by a teams’ emotionally competent group norms (ECGN). Secondly, she hypothesized that the presence of ECGNs would positively influence group effectiveness. Data were collected from 422 respondents representing 81 teams in a military organization. Results showed that team leader emotional intelligence is significantly related to the presence of emotionally competent group norms on the teams they lead, and that emotionally competent group norms are related to team performance.

Going into the details of the relationship between emotional intelligence and collective intelligence, the Othman et al. (2009) paper looks at the moderating effect of work motivation on the relationship between emotional intelligence (EI) factors (self-emotional appraisal, others’ emotion appraisal, regulation of emotion, and use of emotion) and team role effectiveness. The basic question is: Under what conditions of work motivation do EI factors influence team role effectiveness and how? Analyses of 167 responses from service providers and their superiors revealed that the interactions between work motivation and emotional intelligence factors (SEA and OEA) have a significant effect on service providers’ team role effectiveness. SEA is defined as the individuals’ ability both to understand their deep emotions and express these emotions naturally. A sample item is “I have a good sense of why I have certain feelings most of the time.” OEA is defined as one’s ability to perceive and understand the emotions of those people around them. A sample item is “I always know my friends’ emotions from their behavior.” The effect of SEA on team role effectiveness is positive for those with low work motivation while for the high work motivation group the effect is initially positive but turns negative at high SEA levels. The effect of OEA on team role effectiveness is higher for low work motivation groups, and for both low and high motivation groups the moderation effect is positive at the low to moderate levels of OEA but becomes negative at high levels of OEA.

The findings indicate that the effect of SEA and OEA on team role effectiveness is somewhat moderated by work motivation, but the effects are complex and counterintuitive. The findings imply that optimal team role effectiveness is achieved by employees with moderate SEA or ability to understand and express emotions and high motivation. The relationships may be explained by the highly motivated and high SEA employees being unable to control their emotions and
therefore risking damage to team unity and creating tensions. Optimal team effectiveness is achieved when moderate SEA combines with high motivation. The findings also reveal that employees with moderate and high OEA work more effectively as a team (as perceived by their supervisors) when they have low positive drive (feelings of self-satisfaction from doing a good job). The reason behind the findings may be that with high SEA and OEA, the employees may become egocentric individuals, too proud of personal achievement to work effectively with others. Moderate SEA and OEA it help individuals to be and remain altruistic. This is consistent with the concept of optimality in which EI is beneficial at a certain level but becomes detrimental when it goes beyond the prescribed level.

It seems like the relationship between emotional and task processes is complex. However, a result that strongly emphasizes a general social sensitivity as a key to collective intelligence is found in the Woolley et al. (2010) study. Their experimental approach was to have groups do intelligence tests and then look for what factors have the strongest correlations with high results. Psychologists have repeatedly shown that a single statistical factor—often called “general intelligence”—emerges from the correlations among people’s performance on a wide variety of cognitive tasks. However, no one has systematically examined whether a similar kind of “collective intelligence” exists for groups of people. In two studies with 699 people working in groups of two to five, they found converging evidence of a general collective intelligence factor that explains a group’s performance on a wide variety of tasks. This “c factor” was not strongly correlated with the average or maximum individual intelligence of group members. Instead, c was significantly correlated with the average social sensitivity of group members, the equality in distribution of conversational turn-taking, and the proportion of females in the group. First, there was a significant correlation between c and the average social sensitivity of group members, as measured by the “Reading the Mind in the Eyes” test. Second, c was negatively correlated with the variance in the number of speaking turns by group members, as measured by the sociometric badges worn by a subset of the groups. In other words, groups where a few people dominated the conversation were less collectively intelligent than those with a more even distribution of conversational turn-taking. Finally, c was positively and significantly correlated with the proportion of females in the group. However, this result appears to be largely mediated by social sensitivity, because (consistent with previous research) women in the sample scored better on the social sensitivity measure than men. In a regression analysis with the groups for which all three variables (social sensitivity, speaking turn variance, and percent female) were available, all had similar predictive power for c, although only social sensitivity reached statistical significance.

In their study, Shen, Lee, and Cheung (2012), look at the concept of “we-intention,” which refers to one’s perception of the group acting as a unit, in relation to the adoption and use of instant messaging. What is interesting in this study, in relation to collective intelligence, is that it addresses an important area of research that has the potential to contribute significantly to our understanding of group adoption and use of technology in relation to knowledge integration. Collaboration enabled by different forms of social computing could greatly unleash the powers of collective wisdom and change the way people work and collaborate. In the current study, the use of instant messaging in mass collaboration was conceptualized and investigated as a group-referent intentional social action, and, accordingly, the concept of “we-intention” is employed as the dependent variable. The findings provided empirical evidence supporting the idea that cognitive, affective, and social factors jointly lead to the development of we-intention. One important feature of we-intention is the presence of collective commitment in joint cooperative action. If group members are collectively committed to performing an action, there will be publicly existing mutual interdependent promises among all the participants, and the promises involve putting oneself under an obligation to act. Therefore, the participants are socially committed to each other to perform their parts of the collective action. Another important feature of we-intention is that the joint action opportunities should be obtained with some non-zero probability. In this sense, the group member believes not merely that he/she performs his/her part of the group action, but does so with some probability that other members in this group will perform the activity and achieve the common goal together. Therefore, we-intention can be considered as one’s perception of the group acting as a coordinated unit where members in the group
collectively accept the action and commit themselves to performing this behavior. Prior conceptual studies further emphasized that the beliefs for we-intention are purely subjective, indicating that a member can be the only agent in the group with we-intention. In this regard, we-intention is often viewed and measured as an individual's subjective perception regarding the group behavior. According to the results of this study, anticipated emotions and social identity are the two most important determinants of establishing we-intention.

Also in relation to group identity, Randel and Jaussi (2003) examine demography and personal and social identity related to functional background to offer insights about individuals’ performance in cross-functional teams. They considered both the interaction between identity and dissimilarity with other team members and the interaction between identity and membership in a team's minority or majority. In explaining the relationship between identity and an individual's performance as a cross-functional team member, minority/majority membership interacted significantly with identity, but the actual degree of dissimilarity did not. Their study showed that the negative effects of personal identity on performance as a team member are when a team member with a strong personal identity is in a team's functional minority. Their explanation for this finding is that members of a functional background minority tend to feel discouraged from engaging in behaviors that will benefit their team because they are perceived as weak performers (due to belonging to the minority) regardless of their course of action. Also, the self-serving behaviors of a strong personal identity may be increased for functional background minority members who may withhold cooperative behavior to serve self-interest. They also show that social identity was positively related to performance while personal identity and performance were negatively related. The authors conclude that developing social identification should be beneficial to individual performance in cross-functional teams.

**COGNITIVE FACTORS IN INDIVIDUAL COORDINATION**

In a study from 2007, Liang argues that the complexity of organizations has increased, but at the same time, the interacting agents (employees) have become more qualified (through education, technology, etc.), and leading qualified individuals is dramatically different from leading unskilled labor. In this new context, it is highly significant to recognize that all human thinking systems and human organizations are complex adaptive systems and that in such systems order and complexity co-exist. They learn, adapt, and evolve with their changing environment, like the behavior of any biological species in an ecological system. The intrinsic intelligence of the individuals drives the complex and nonlinear evolving dynamic and the collective intelligence they create as groups. Liang argues that the basic essential functions of leadership are to provide a direction, nurture a culture, and cultivate an “organizational soul.” He claims that every individual is endowed with a certain degree of leadership value and quality. However, this intrinsic leadership quality in all the people who assume the role of followers is often suppressed by the structure of organizations. With the new evolving environment, where individuals are better informed and educated, a new advantage for any organization is, therefore, to elevate, optimize, and exploit this natural ability. A critical requirement for leading effectively in the new leadership paradigm is nurturing intense collective intelligence and mindful and supportive culture in the organization. The form of leadership to be adopted becomes more dependent on the types of activity or problem encountered, that is, more situational dependent. The leadership is highly dependent on the characteristics and expectations of the interacting agents, and the direct links between the intelligence of the leader and the intelligence of the followers is a critical success factor. The leader-follower gap will diminished significantly. Thus, in the new leadership dynamic of an intelligent organization, the followers must be as much a part of the leadership process as possible and the way to enhance this development is to have effective and continuous communication.

A critical process in self-organizing individual coordination is knowledge identification, or
expertise recognition, in groups. A study of the mechanisms for this is offered by Bunderson (2003). His paper focuses on the critical role of *team members’ status cues* as indicators of their task expertise. The proposition is that while attributions of expertise in work groups will develop by both specific (i.e., task-relevant) and diffuse (i.e., social category) status cues, the strength of this association will be dependent on the type of cue as well as on characteristics of the group context. A multilevel test of these hypotheses in a sample of self-managed production teams in a Fortune 100 high-technology firm confirms that the alignment of intragroup influence with *specific* status cues is positively associated with group performance. Typically, knowledge and expertise are heterogeneously distributed within work groups such that some group members will be more expert in a particular group task than others, given differences in experience, training, education, or natural ability. Given this heterogeneity, work groups face the challenge of identifying their more expert members and give greater weight to their advice, suggestions, and opinions in solving problems and making decisions. We need to know what sorts of cues group members rely on and under what conditions they might rely on one type of cue versus another if we are to understand how expertise is recognized (or overlooked) in groups, and whether experts will have opportunities to influence group processes. Status characteristics theory provides a basic framework for understanding how members’ characteristics organize interaction in task groups. The theory begins with the assertion that power and prestige orders in task groups are driven by the “performance expectations” that the individuals hold for one another. That is, expectations about one’s own and other group members’ ability to contribute to accomplishing the task of the group. When individuals with different characteristics come together in a task group, the status cues influence the performance expectations they develop for each other. Status characteristics theory explicitly acknowledges two distinct categories of status cues. (1) Personal characteristics that provide information about an individual’s competence in relation to a clearly defined and specifiable task are referred to as *specific status cues*. (2) Personal characteristics that are believed to provide information about an individual’s general aptitude, which is presumed to affect his or her competence in a variety of different tasks, are referred to as *diffuse status cues*. The study by Bunderson (2003) showed that specific status cues more strongly predicted perceptions of expertise in decentralized, longer-tenured groups, whereas diffuse status cues more strongly predicted perceptions of expertise in centralized, shorter-tenured groups. Results suggested that the relationship between members’ status cues and intragroup influence in these groups was mediated by perceived expertise. Finally, the groups in the sample performed better when intragroup influence was more closely aligned with specific status cues.

**PROCESS AND ORGANIZATIONAL FACTORS**

In a study from 2007, Hurley and Allen examined *group behaviors* that could be connected to process loss and process gain. In a factor analysis of 11 different factors, they got three constructs. The process loss behaviors grouped into one externally oriented (directed outside the group interaction) and one internally oriented (directed into the group interaction) construct, where only the externally oriented was negatively related to performance. The authors analyzed the group work behaviors of 132 grade-school students to assess behavioral manifestations of group processes. Videotapes of students working together on a math-learning task were coded to quantify the incidence of micro-behaviors associated with process loss and process gain. After a literature review, the authors developed the following description of the two dimensions of process loss. (1) *Accountability*: Member attention is preoccupied with the possibility of external evaluation such that the threat of negative evaluation, or the preoccupation with a favorable evaluation from an external evaluator, is likely to affect effort or contribution. In the group setting, if there is no information that will be available about one’s work or no accountability or consequence likely to follow from one’s efforts, one will likely loaf, reduce level of effort, or not make a high-quality contribution to the group product. The reverse is also true. (2) *Task-Hindering Group Dynamics*: These are disruptions or inadequacies in the dynamics of group functioning. This entails difficulties in communication between group members, lack of consensus in approach to the task, disagreements or problems tied to the fair
distribution of various members’ contributions, lack of coherence in the distribution of labor, lack of receptivity to certain members’ input, and time wasted in faulty, unhelpful, or irrelevant input. This also includes members working independently during group-oriented tasks. It is interesting that the study does not find a correlation between the task-hindering group dynamics and performance (whereas the accountability factor is negatively correlated with performance). It seems plausible that process loss behaviors directed into the group interaction have a more complex relationship with performance outcomes than behaviors directed outside the group. An example of interpretation could be that awkward trying, as compared with not trying at all, might result in a positive relationship with performance insofar as it involves a certain level of engagement.

Another essential factor when we look at individual contributions to collective intelligence will, of course, be leadership. In a study from 2013, Lorinkova et al. integrate theories from the leadership and team development literatures to resolve ambiguity regarding the relative benefits of empowering versus directive leadership in teams, by focusing on their influence on team development processes over time. Empirical results based on longitudinal performance data from 60 teams suggest that teams led by a directive leader initially outperform those led by an empowering leader. However, despite lower early performance, teams led by an empowering leader experience higher performance improvement over time because of higher levels of team learning, coordination, empowerment, and mental model development. Team leadership research has concentrated on the leader behaviors that promote, develop, and maintain team performance. Two distinct approaches—empowering and directive leadership—have assumed special importance. Empowering leadership involves sharing power with subordinates and raising their level of autonomy and responsibility, and it manifests through specific behaviors such as encouraging subordinates to express opinions and ideas, promoting collaborative decision-making, and supporting information sharing and teamwork. Empowering leadership tends to create psychological ownership of a task, heightened efficacy and commitment, and higher levels of coordination and collective information processing. Directive leadership, on the other hand, is associated with a leader’s positional power and is characterized by behaviors aimed at actively structuring subordinates’ work through providing clear directions and expectations regarding compliance with instructions. Directive leaders help followers resolve task and role ambiguity and provide external monitoring and feedback on their performance, reducing process loss and allowing the team to execute decisions more quickly. Although researchers and the practitioner-oriented literature have advocated empowering over directive leadership, the empirical evidence has not fully supported this view, and it is not clear that empowering leadership is better for enhancing team performance. Each style tends to enhance follower performance because both directive and empowering leaders are actively attempting to improve team effectiveness through thoughtful, planned behaviors. Empowering leadership tends to benefit interdependent teams by establishing participative and collaborative norms among members, encouraging them to contribute ideas, decide on optimal courses of action, and take responsibility for team performance. At team level, the goal of empowering leadership is to develop a team’s capacity to perform autonomously. Empowering leadership requires leaders to invest more trust in their followers by allowing high levels of discretion and decision-making authority to pass into the followers’ hands. Together, these types of behaviors tend to lead to positive individual and work-group outcomes across contexts (e.g., Pearce et al., 2003; Yukl, 1998). For example, Zhang and Bartol (2010) recently provided evidence that empowering leadership enhances employee creativity through its effects on employee psychological empowerment, intrinsic motivation, and creative process engagement. Similarly, Ahearne, Mathieu, and Rapp (2005) found a positive relationship between leader empowering behaviors and followers’ job performance attributable to increased levels of self-efficacy and adaptability. However, a directive approach (also called autocratic leadership style in Vroom and Jago, 1988, “tough leadership style” in McIntyre and Salas, 1995, focuses on behaviors related to giving detailed directions, expecting subordinates to follow those instructions, and making decisions with limited subordinate input. Research suggests that a superiors’ “directiveness” can make task accomplishment easier for followers.
by providing them with specific, role-relevant directions and helping them focus their efforts toward their individual tasks (Kahai et al., 2004). Also, directive leadership helps everyone to be better aware of his/her own role and the availability of role resources reducing ambiguity about what each person does and establishing clear rules for behavior (e.g., Katzenbach & Smith, 1993). For example, research has shown that directive leadership can lead to improved patient care through the assignment of specific actions for handling an emergency (Yun et al., 2005). This contrasts with empowering leadership in which the higher degree of freedom and discretion granted to team members allows more potential paths toward attaining a goal, potentially decreasing task and role clarity.

Above were examples of group behavior and leadership relating to individual coordination of teams. Perhaps the most direct behavior of individuals, relating to their coordination of teams as systems, is what has been called self-leadership. That is, individuals leading their own actions in group work. Boone et al. (2005) discuss this in relation to what is called individuals’ internal locus of control (LOC). Locus of control is an important and well-documented personality trait that refers to individual differences in a generalized belief in internal versus external control of reinforcement (in the context of a stimulus and response). People with an internal locus of control see themselves as active agents. They feel that they are masters of their fates, and they trust in their capacity to influence the environment. Conversely, those with an external locus of control see themselves as relatively passive agents, believing that the events in their lives are due to uncontrollable forces. In their study, Boone et al. found that groups with high levels of internal LOC performed better without a leader if the members shared this characteristic. That is, they had low LOC heterogeneity. Groups with external LOC needed a leader to perform well. Information acquisition mediated the relationship with performance. Control perceptions appear to be very salient in explaining effective management. Specifically, research into the relationship between CEO locus of control and organizational performance consistently shows that firms led by CEOs who are internals perform better than firms headed by those who are externals, both in the short and long run (Boone, De Brabander & Hellemans, 2000; Boone, De Brabander, & Van Witteloostuijn, 1996; Miller & Toulouse, 1986). Interesting for this study is that locus of control has been related in numerous experiments with cognitive activities such as attention and alertness, and information search and assimilation. Specifically, in reviewing the findings on cognitive capacities of internals versus externals, internals acquire more information, make more attempts at acquiring it, are better at retaining it, they are less satisfied with the amount of information they possess, are better at utilizing information and devising rules to process it, and generally pay more attention to relevant cues in the situation. All this provides support for the validity of the locus-of-control construct as it is indicative of a basic striving of internals to engage actively in seeking relevant cues in their environments to determine and make sense out of their positions and to guide or adapt their behavior accordingly. Also, personality research makes it clear that individuals with an internal locus of control have larger information-processing capacities than their counterparts with an external locus of control (Govindarajan, 1988, 1989), and, therefore, they will gather more information and utilize it better in decision-making. A team consisting predominantly of internals is, therefore, more likely to develop a collective team-level sense of potency. Such a team, compared to a team consisting of externals, will believe that the group can effectively influence team processes and outcomes, such as the quality of decisions. The feeling of collective potency will stimulate such internal teams to collect more information to increase team effectiveness. The higher information-processing capacity of teams predominantly consisting of internals will reinforce such intent and efforts.

Another perspective of self-leadership is discretionary behavior in organizations. It has long been recognized that organizations desire employees who engage in cooperative and helpful behavior that goes beyond formal job requirements. Organ defined this behavior as “discretionary, not directly or explicitly recognized by the formal reward system, and that in the aggregate promotes the effective functioning of the organization” (Organ, 1988). Multiple terms have been used to describe such behavior (e.g., prosocial behavior; contextual performance; organizational
spontaneity). Smith, Organ, and Near (1983) and Bateman and Organ (1983) offered the construct of organizational citizenship behavior (OCB). OCB has been linked to a broad set of desirable outcomes such as job satisfaction, organizational commitment, leader behavior, job performance (Podsakoff et al., 2000), and group or organizational effectiveness (e.g., Koys, 2001; Podsakoff, Ahearne, & MacKenzie, 1997). In all, the results of this growing literature seem to support Organ’s original contention that OCB promotes the functioning of organizations. Although this body of work is expansive, most research has examined OCB as a purely individual-level phenomenon within work organizations (Podsakoff et al., 2000). However, most constructs relevant to organizational behavior are inherently multilevel. In an article, Bommer and Dierdorff (2007) explore multilevel relationships between group-level OCB, individual-level OCB, and work performance. Their hypothesis is that group-level OCB moderates the relationship between individual-level OCB and job performance. Results based on 100 work groups in a manufacturing firm indicate that group-level OCB significantly moderated the relationship between individual-level OCB and job performance. When comparing contexts in which group-level OCB was rare with those in which it was prevalent, they found that high individual-level OCB yielded greater significant increases in job performance ratings when group-level OCB was rare. That is under conditions of strong group-level OCB, an individual’s display of OCB is likely to be less distinctive and contribute less to ratings of job performance. Because group-level OCB involves the behavior of an entire work group, it is very likely to foster what Ehrhart and Naumann (2004) described as group-level “OCB norms.” Put simply, the value of a person’s citizenship relative to his or her job performance is greater when performed in the context of rarity rather than prevalence. These findings strongly highlight how context serves as an influential backdrop to work behavior and how milieu often changes the magnitude of well-established relationships.

STIMULATION OF INDIVIDUAL COORDINATION

As a general introduction to this section, I will use a meta-analysis by Salas et al. (2008) conducted to answer the question: “Does Team Training Improve Team Performance?” Disparate effect sizes across primary studies have made it difficult to determine the true strength of the relationships between team training techniques and team outcomes. Several meta-analytic integrations were conducted to examine this relationship. Specifically, they assessed the relative effectiveness of interventions on team cognitive, affective, process, and performance outcomes. Training content, team membership stability, and team size were investigated as potential moderators of the relationship between team training and outcomes. In total, their database consisted of 93 effect sizes representing 2,650 teams. The results suggested that moderate, positive relationships exist between team training interventions and each of the outcome types. The findings of moderator analyses indicated that training content, team membership stability, and team size moderate the effectiveness of the interventions. Their conclusion was that team training interventions are viable approaches organizations can take in order to enhance team outcomes. They are useful for improving cognitive outcomes, affective outcomes, teamwork processes, and performance outcomes.

Looking at the Cooren (2004) analysis, we saw an extension of Weick and Roberts (1993) concept collective mind (collective intelligence found in patterns of behavior) into conversations, that is, people verbally trying to offer solutions and make decisions collectively. As we saw, coproducing, amending, and completing utterances amounts to contributing to the joint solutions and situations collectively constructed by the board meeting. In other words, a form of collective intelligence can be identified in the board meeting to the extent that the managers’ exchanges contribute to the construction of these joint situations and solutions, to which the verbal interactions are supposed to be subordinated. Hence, the act of knowing is here not reduced to a mental process of an individual but is described as a communicative process between participants. Even if such a communicative process in a meeting is locally produced (or situated), what Cooren calls translocalization shows that the board meeting is,
in fact, a place in which several portions of the organization are represented, made present, by the members, in their process of translocalization. Cooren discusses this as an area in which so-called “high-efficiency organizations” need to become more “reliable organizations.” For organizations to become more reliable, the translocalization is a key in locally (for example a meeting) re-presenting collectively what is happening in the organizations and their environment. This would in most organizations imply a shift from focusing on decision-making (as the objective of meetings) to sense-making. Once the situation makes sense, that is, once the decisional premises have been collectively established and acknowledged, decisions follow and appear relatively obvious. Although this does not mean that what appears to make sense always gives the key to sound decisions; focusing on collective sense-making will highlight the process by which (wrong or right) decisions are made.

The Stubbs (2005) dissertation also supports the idea of working with development of emotional intelligence in organizations. Stubbs suggests primarily the development of emotionally competent managers. Her research shows that individual (leader) EI affects team performance through the development of emotionally competent group norms. Considering these findings, corporations should actively try to develop the emotional intelligence of their managers and leaders. This could be accomplished through multiple modalities including, for example, 360-degree feedback and executive coaching, along with employing leaders with developed emotional competence. According to Stubbs, focus should be on the establishment of organizational leaders to foster an emotionally competent environment throughout the organization. If the president of an organization were emotionally competent, that would develop emotionally competent group norms on the team of executive managers. In turn, each individual on the executive management team would influence the development of ECGNs (emotional competent group norms) on the teams they lead. This cycle would continue through a hierarchical organization, according to Stubbs.

Hess and Bagicalup (2011) state that little research has been contributed on how the behaviors associated with emotional intelligence may be practically applied to enhance both individual and group decision-making. The purpose of their paper is therefore to identify practical approaches for applying emotional intelligence in the decision-making process. The acknowledgment of individual emotions is critical in determining not only the motivations behind decisions but also the impact of those decisions on others. Decision-makers who understand the emotions of others may utilize that perceptivity to head off potential negative outcomes by addressing those emotional issues in advance of the decision. Likewise,
decision-makers who perceive and understand their emotions will be much more effective in managing those emotions in the decision-making process. The emotional intelligence skills in decision-making may be categorized as those more related to the individual (self-awareness and self-management), and those more attributable to the individual’s relationship and interaction with others (social awareness and relationship management). Applying the skills of self-awareness and self-management to decision-making situations is a process that can be learned. The following questions and observations can serve as a practical guide for individuals and organizational leaders in decision-making circumstances. From Hess and Bagicalup, 2011:

1) **Are decision-makers aware of their decision-making skills and styles?** Is there a tendency to reach first for the emotional elements of a decision circumstance, or conversely, to reach for the rational analysis components? Emotionally intelligent decision-makers will make an honest self-assessment of skills and styles, noting the differences in their behaviors and abilities as compared to others.

2) **Would others describe decision-makers as inclusive or exclusive in decision-making processes?** The leadership and decision-making styles as described by Vroom and Yetton (1973) are useful here. These authors described a range of behaviors beginning with the pure autocratic style, to partial inclusion and pure delegation. While decision-makers may view themselves as more democratic or participatory, the more critical aspect is the perception of others. While it may not be appropriate to be inclusive in every decision, the emotional intelligence function suggests it is important to communicate to others when and why inclusive or exclusive methodologies are utilized.

3) **Are decision-makers confident in their decision-making skills?** Fear makes individuals second-guess themselves and abandon support for efforts that have gone even slightly off track. Emotionally intelligent decision-makers must exude confidence in their decision-making style. Being self-aware also implies acknowledging one’s weaknesses and having the confidence to recognize the strengths of others in decision-making. Self-awareness also includes the skill of recognizing the impact of one’s styles and behaviors on others.

4) **Are decision-makers merely focused on their interests or are they truly interested in achieving the best decision results?** Emotionally intelligent decision-makers are characterized by their ability to suppress their desires and interests for the common good.

5) **Are decision-makers overly focused on the desire for a speedy result?** Bazerman and Malhorta (2006) noted that time pressures often lead decision-makers to bad judgments. Patience is pivotal in achieving the desired decision outcome.

How can a decision-making process be utilized to build trust, not only for decision-makers but also among all the appropriate constituents? Mayer and Caruso (2002) noted that leaders high in emotional intelligence will build social fabric within an organization, as well as between the organization and those it serves. Interpreted in the decision-making environment, this social fabric is best described as furthering and honoring the culture of the organization. Accordingly, emotionally intelligent decisions are those that are grounded in the culture of the organization.

6) **Are decision-makers willing to adapt to new decision-making processes rather than relying on the entrenched processes of the past?** When the need for a new decision-making process arises, those who can self-manage and correct course earn the trust of those involved in the process. The honest acknowledgment of a need to break with the practices of the past is critical to building self-confidence, as well as developing the relationships necessary to affect a positive decision result (Huy, 1999).

7) **Are decision-makers willing to quickly admit to and correct misjudgments?** The ability to openly admit to mistakes is important to both self-management and relationship management. Mistakes make emotionally intelligent human beings stronger and give them the opportunity to connect with others in honesty and humility.

8) **Are decision-makers willing to delegate decision-making authority appropriately?** Tannenbaum and Schmidt (1958) developed a continuum of control and decision-making shared between leaders and followers. At all points on their continuum, both the leader...
and the followers have some control. The amount of control each party has depends on the amount that the followers can assume. The leader begins with most of the control over decision-making and gradually passes this over to the followers, as they develop their capability, commitment, and maturity.

9) Are decision-makers willing to accept the consequences of having delegated or shared the decision-making authority? When decision-making is delegated and things go wrong, the true test of emotional intelligence arises. The emotional intelligence skill applied here is for both the person delegating the decision and the decision-maker to acknowledge and learn from the mistake. Additionally, emotionally intelligent decision-makers share credit for good decisions and accept responsibility for bad decisions even though they may not have agreed with the decision.

In assessing and developing social awareness and relationship management skills, decision-makers might consider the following questions and practical observations to enhance decision-making (according to Hess and Bagicalup, 2011):

1) **What individuals, groups, or constituents will be most affected by the decision?** Social awareness implies decision-makers have adequately contemplated the impact and consequences of a decision before it is made. This emotional intelligence skill requires decision-makers to play out scenarios of decisions to determine both their short- and long-term consequences and effects (Huy, 1999).

2) **How should those impacted by the decision be involved in the decision-making process?** Those impacted by a decision will perceive the change more positively if they are involved in the decision-making process. This involvement may range from active participation in the contemplation of decision options to commenting before a decision is finalized.

3) **What decision-making processes are most appropriate given the culture of the organization?** Being socially aware requires decision-makers to assess the culture of the organization to determine appropriate actions. For example, if the culture of the organization is team oriented and participatory in nature, it would be important to design decision-making processes consistent with that culture.

4) **How will the decision and decision-making process be viewed in retrospect?** Emotionally intelligent decision-making requires looking forward and backward simultaneously. Viewing actions from a historical perspective enables decision-makers to assess the impact of current decisions through the eyes of constituents. Reliving past decisions through the lens of their impact also assists emotionally intelligent decision-makers in playing out the future of currently contemplated actions.

5) **Are decisions viewed as a means of developing or furthering relationships with those with whom decision-makers work?** Relationships are based on communication and trust, and emotionally intelligent individuals view every decision-making circumstance as an opportunity to develop or improve the relationship with others.

6) **How do decision-makers communicate with others engaged in the decision-making process?** This aspect of relationship management requires a regular and consistent method of communication that reinforces the role of each person in the decision-making process. When a decision has been delegated, it remains critical to support that delegation in all communications.

7) **What are the decision-makers’ attributes in managing conflict?** Emotional intelligence is exhibited in conflict settings by seeking first to understand the position and feelings of the other person (Mayer and Caruso, 2002). Thus, in circumstances of conflict, emotionally intelligent decision-makers listen more than they speak and seek opportunities to learn the opinions of others. Being direct about conflicting views is important to demonstrate honesty, and exhibiting compassion in moments of tension develops the trust necessary to foster long-term relationships. Also, the emotionally intelligent response in moments of conflict requires an examination of one’s own emotions. It is possible to exhibit self-control only if one understands the origins of experienced emotions. Emotionally intelligent decision-makers manage volatility by expressing compassion while exhibiting and furthering the culture of the organization in the decision-making process (Huy, 1999).
In their study of social identity and functional background, the Randell and Jaussi (2003) findings imply that promoting functional background and social identification in a cross-functional team can be beneficial for encouraging individuals to perform more effectively as team members. Recognition of the functional backgrounds of outstanding team members should achieve individual-level performance gains when social identification (as measured here as feeling successful when functionally similar others attain goals) is strong. Furthermore, the research suggests that managers who seek to avoid the negative performance implications of a team member’s strong personal identity should consider whether the individual is in the functional background minority or not. The negative effects of personal identity on performance as a team member become stronger when a team member with a strong personal identity is in a team’s functional minority. To avoid the low-performance outcomes associated with this, managers should not only consider minority membership but also make efforts to assess their functional personal identities before placing them on a team. If faced with an individual with a strong functional personal identity who will be in the minority, managers could consider adding members to the team from similar functions so that the focal individual will no longer be in the functional minority. Alternatively, managers could consider not assigning individuals with strong functional personal identities to teams in which their functional background would be in the minority.

In the Bunderson (2003) study, the performance results are consistent with a knowledge-processing or group-learning model of group effectiveness. In this "emerging conceptualization of groups" (Hinsz, Tindale, and Vollrath, 1997), group processes that facilitate the optimal utilization of members’ expertise, knowledge, or information are highlighted as critical for effective group functioning, particularly in groups that solve problems or make decisions. The present study elaborates this view of group effectiveness by focusing on the role of members’ status cues as expertise signals, by demonstrating the importance of group context in facilitating or impeding expertise recognition and utilization, and by demonstrating that reliance on more diagnostic cues is associated with group effectiveness. It is important to note, however, that recognized expertise was not the only path to influence in these groups. An individual’s formal role assignment as a coordinator also significantly predicted intragroup influence, and the relationship between formal role assignment and intragroup influence was not mediated by perceived expertise. The results of this study, therefore, support two routes to influence in task groups: (1) influence through recognized expertise signaled by one’s functional background and intragroup influence was not mediated by perceived expertise. The results of this study, therefore, support two routes to influence in task groups: (1) influence through recognized expertise signaled by one’s specific and diffuse status cues and (2) influence through legitimate authority signaled by one’s formal role assignment. The findings from this research suggest that for groups, in which individuals have a shared interest in accomplishing clearly defined tasks, it is in the interest of each member that all other members grant deference (i.e., are prepared to follow him/her) based on expectations for task performance rather than on another criterion. Therefore, strong norms emerge that make expertise the legitimate basis for influence and that delegitimize (and sanction) those who would seek dominance or influence independent of expertise claims. This is not to suggest that members of such groups will shun political maneuvering and dominance moves but, rather, that these political behaviors will tend to be framed in terms of expertise claims and expertise signals (i.e., specific and diffuse status cues) rather than around naked dominance plays.

In their study, Lorinkova et al. (2013) compare two distinctive leadership styles: empowering and directive. Doing so provides insight into both when and why leadership approaches are most effective in teams and contributes to debate as to the limits and benefits of empowerment. Conceptually, their findings confirm the existing notion about the positive influence of empowering leadership found in the literature for individual performance and long-standing top management teams and extend them to action and project teams that undergo team development before reaching their full potential. However, by demonstrating that empowering leadership comes at an initial performance cost, they highlight an important boundary condition to empowering styles that may help explain some of the inconsistent or weaker effects on performance described in the literature.
They also extend the empowering leadership literature to consider the critical role of team developmental phases, demonstrating that the influence of leadership manifests directly through emergent team processes and states. Empowering leaders encourage team members to engage in role exchanges and collective investigation in the early role compilation phase of development, in which they learn about their task environment and each other’s areas of expertise to develop team mental models of how to integrate their efforts, gain collective efficacy and commitment through psychological empowerment, and foster routines to coordinate their behaviors. This time-consuming process puts them at a performance disadvantage compared to teams with directive leaders (who immediately focus on task performance) that rely on their leaders to provide explicit within-team coordination. However, empowered teams eventually overtake teams with directive leaders as the former enter the team-compilation phase of development and adaptation, in which teams increasingly rely on their routinized processes and shared cognitions to coordinate their efforts and knowledge smoothly and continuously improve their performance. The current conceptualization of follower readiness tends to focus on the maturity, commitment, and skill level of individual followers but to neglect the critical team processes and emergent states that allow empowering leadership to be effective at the team level. Teams with diverse expertise and working interdependently on complex tasks require an investment in time and leader support to develop the behavioral processes, such as learning and coordination, as well as the shared cognitive understanding to perform and adapt effectively. This investment, made through the empowerment of team members during role compilation, takes longer to pay off but is critical for such teams’ long-term success. However, because directive leaders limit the emergence of these states and processes, these results also raise questions about the central tenet of situational leadership theory that teams with an initial directive leader will eventually become ready for that leader to switch to an empowering style. Some managerial implications of this could be that for teams with short-term or emergent engagements and teams facing emergency situations (e.g., surgical, police, military, and flight teams), a directive style may be most appropriate, as teams must be able to perform immediately at a high level and cannot afford the performance delays and learning errors associated with empowered teams. However, when teams have an extended timeline, as do project or software development teams, or must be able to adapt to complex and changing environments over time, an initial and continuing empowering leadership style may be most appropriate, as it encourages the development of shared cognitive structures, routines for learning and coordination, and feelings of collective competence and commitment during the role-compilation phase that set the stage for higher long-term performance. However, it is important that managers do not misinterpret these findings to conclude that a directive leadership style is beneficial early, but that one should switch to an empowering style as the team progress to the team-compilation phase of development. Although there may be some advantage to employing a combination of the two leadership approaches, our results suggest that the benefits of empowering leadership in teams tended to manifest because team members initially engaged in role identification and learning processes during the role-compilation phase. Empowered teams, therefore, may not be able to reap the benefits of improved performance over time without first suffering the initial performance delays.

The Boone et al. (2005) study of locus-of-control research points to some interesting conclusions on teams and leadership. First, the well-documented fact that internal individuals are better at information processing than external individuals appears to be true at the group level of analysis as well. Specifically, adding internals to a team is likely to increase the team’s information-processing capacity, resulting in more information acquisition behavior and, thus, better team performance. Second, the findings show that a leader might serve as a substitute for the relatively low information-processing capacity of an external team. External teams clearly gain effectiveness from having leaders. These findings have interesting implications for managerial practice because they suggest the importance of fitting group processes and structures with the personality distribution within a team. There does not seem to be a best way to structure a team. On locus of control, it is important to create within-group settings that naturally fit with the needs and capacities associated with the deep-level characteristics of team members. When members
have an internal locus of control, self-organization is likely to lead to superior team performance. If, however, most members have an external locus of control, appointing a leader to guide team members seems to be very important. Thus, an important road to improved team effectiveness might be the design of what could be called “natural” team configurations—natural in the sense that externals like to work in structured situations with leadership, while internals prefer uncertainty and individual agency.

Finally, with his paper *Leadership for collective thinking in the workplace*, Martin Ringer (2007) intends to raise awareness in organizations of the ubiquitous nature of thinking in teams and informal groups, and provide the reader with conceptual tools for understanding the subtle dynamics of “team-level” thinking. He wants to offer some practical suggestions on how to increase the quality of collective thinking in workplaces. It is proposed that many essential influences on collective thinking exist outside the usual limits of awareness—that is, they occur as unconscious processes—and, therefore, developing powerful collective thinking requires that attention is paid to symbolic, non-rational, and intuitive patterns in teams and organizations. The article springs from a belief that in many organizations there is considerable room for improvement in the way that we utilize the intelligence of the team or group—that is the potential for “collective thinking.” The main purpose of thinking together in organizations is to enable coordinated action that contributes to the organization’s achieving its purpose. However, there seems to be a relatively widespread blindness toward the importance of high-quality collective thinking for businesses. We value intelligent individuals but seem to lack ways of understanding and working with thinking in the team-as-a-whole (Albrecht, 2003; Bohm, 1996; Isaacs, 1999). The size and complexity of most organizations mean that the knowledge required to run an effective enterprise is too great to be held in one brain. Hence, effective business leadership and management requires the pooling of knowledge and “thinking skills” from various people. Effective collaborative thinking is needed to distribute the knowledge in an organization and subsequently to work with that knowledge to transform it into effective business understanding and decisions.

Four principles at help to provide practical guidance to leaders for building the quality of collective thinking in organizations. They are as follows:

1) Collective thinking in organizations needs to be focused through a shared understanding that the team will work toward an agreed purpose. Facilitating this focus is a key leadership role.
2) Every individual needs to be able to manage his or her emotional and psychological world adequately to retain access to his/her communicational, relational, and work skills that enable that person to think together with others in the team. Team leaders especially need to retain their emotional equilibrium to be effective in their leadership role.
3) Relationships, as well as groups, provide a “thinking space” and so the quality of relationship has a direct impact on the quality of “thinking-together.” Furthermore, the quality of mood, tone, and expectation in any group or team has a significant impact on the quality of thinking together in that team.
4) The responsibility for building and maintaining a thinking space in the team needs to be shared by members of the team and not left to the formal leader or facilitator.

Ringer emphasizes the role of the individual in sharing the responsibility of creating a “thinking space.” A role in which all individuals (employees) needs to manage his or her emotional and psychological world adequately. Ringer also points out the issue that we lack the ability to “see” the collective thinking processes and their quality. Until such instruments are available, he compiles a list of indicators of poor quality collective thinking (from Ringer, 2007):

1) The atmosphere of a team does not feel safe enough for most participants to think and speak freely, so even though individual team members may be thinking exceptionally useful thoughts, these ideas are not made available to the rest of the team.
2) Patterns of assumptions, norms, and beliefs prevalent in the culture of the organization prevent some topics from being addressed, questioned, or introduced into the conversation, but nobody is consciously aware
that these patterns exist in the team or organization.

3) The leader of a team attempts to create open debate in a team but inadvertently signals through his/her actions over time that there is not really space for ideas that are too different from his/hers. Often, the team leader is not aware that this is what he/she is doing and so it is very difficult for team members to address the problem. Instead, team members “go through the motions” and let the team leader keep believing that he/she is facilitating a great collaborative conversation.

4) A team unknowingly becomes locked into a type of thinking that is not the most useful for the situation. For example, convergent thinking is required for decision-making. That is, when an adequate number of options have already been identified, the number of ideas needs to be reduced to the one that is finally chosen. On the other hand, divergent thinking is required when a team is seeking to be creative in the search for more options. Teams seldom specify what kind of thinking they need to be conducting. This lack of clarity can lead to confusion and low-quality collective thinking.

5) One or more team members consistently act in ways that create a team atmosphere in which collective thinking is almost impossible. Persistent patterns of many different types of behavior in a team can lead to a loss of quality of the “thinking space.” Examples include hostility, vanity, boasting about oneself, being constantly “hurt” by what others say, being dogmatic, being opinionated/strident, and questioning everything.

6) Team-level awareness is very low. Individual team members will have one-on-one conversations in the team without being aware that everything they say and do in the context of the team affects the whole team. In the normal functioning of a team, all team members witness all interactions between others and use that interaction as information to predict how they themselves will fare when they actively participate. Also, team leaders usually underestimate the psychological and emotional power of what they say and do. In general, team members notice a team leader’s every move and these “data” have a powerful influence on “how we do things around here”—that is, team culture.

7) Feelings are discounted or over-emphasized. There is now ample research showing that thinking is integrated with feeling and that complete denial of feelings diminishes the quality of thinking. In any team, much activity occurs at an intuitive level—resulting in feelings, flashes of intuition, and half-thought thoughts, but if no team member gives voice to any of this material, there is a failure to harness the richness of this collective non-rational effort. On the other hand, being swamped by strong feelings can also drown out thinking. That is, if a team focuses excessively on the feelings associated with a topic, the thinking can be lost. To help build a climate in a team where thinking and feeling are balanced and integrated, the team leader needs to be emotionally competent. Participants will look to the team leader to signal “what is OK” in terms of balance between thinking and feeling, and if the team leader is not aware of the unbalanced nature of a conversation, it can be difficult for team members to break the pattern themselves.

8) Curiosity is absent and even replaced by blame and attack. That is, team members show no real interest in the impact that they themselves are having on the interaction and instead blame others for anything that goes wrong. The way in which a team leader discourages blaming behavior and encourages curiosity has a major impact on how the team, as a whole, moves between being curious or blaming.

9) Conversations are driven by time restraints so that the criterion for the success of conversations is that they have been “finished.” This results in forcing closure and curtailing potentially useful input. Furthermore, the anxiety that is generated by being hurried along diminishes the quality of the thinking that does occur.

Ringer also discusses the appearance of a team that is effectively thinking together. "It is possible to obtain cues through observation that indicate when the quality of collective thinking is high.

- Participants will probably seem to be acting as if something interesting, challenging, or engaging is going on.
• It will appear as though most people present have a positive expectation that it is useful to take part in the discussion.

• Team members will vary over time in the degree to which they are actively involved, but on average there will be a purposeful sense of industry about the team (Bion, 1961).

• Conversations will probably occur in intense bursts, sometimes interspersed with silences that may feel full and rich because participants will be immersed in intensive thinking about the topic under discussion.

• The conversation will not always seem to be logical in that it may weave around the main topic of discussion, but most of these apparent diversions will end up adding something to the overall exploration.

• There are likely to be disagreements as team members assert their opinions strongly and even passionately.

• As time progresses, coherent patterns will start to emerge in the conversation, and some of these patterns may even evolve into decisions, commitment to action, or an agreement that there is emerging understanding in the team about something that has previously eluded understanding.

• If we could look a little deeper and see what is going on in people’s heads and hearts, we might find out that most people present perceive the team to have a shared understanding of what is being discussed and why.

• They will have a positive expectation that what they say will at least be held in mind by others present and will be given some consideration, even if their ideas are eventually discarded.

• They will be reasonably confident that they will not be personally attacked.

• They will be largely curious about what others say and will be prepared to “play” with ideas; that is, let their minds free up and go in unexpected directions that are not necessarily logically related to the topic under discussion, although they will still hold in mind the intention of the discussion.

• They will also be curious about what is going on for themselves. For example, at times, each person in the group will reflect (usually silently) on what is going on in his or her internal world. That is, participants will at times quietly reflect on how engaged, how excited, how fearful they are. Often, they will take the next step in the chain of curiosity which is to ask themselves questions such as “What is it about me that has me thinking, feeling, and doing what I am right now in this group?” (Argyris, 1993; Isaacs, 1999; Schön, 1983)

The kind of curiosity that keeps a thinking space in good shape is two directional: Participants are curious about what is going on in the group—that is “outwards” curiosity, and at the same time they will be curious about what is going on in or with themselves and their own functioning—that is “inward” curiosity. Effective collective thinking will sound, look, and feel different depending on the nature of the topic, organizational culture, setting, and level of urgency; therefore, it is not possible to describe any one ideal way of thinking together. What is more, a group that is thinking together effectively is likely to experience quite wide swings in the feeling and interactions in the group. Effective thinking in groups and teams becomes evident in patterns of interaction that need to be observed over time, rather than being evident in any one “snapshot” of team interaction. Hence, the overall question that we need to ask when we are assessing the effectiveness of the thinking in a team-level discussion is “Over the period of this meeting/interaction, how well is this group of people making use of the intellectual resources and knowledge that exist in this team?” (Ringer, 2007).

Ringer ends his paper with some practical suggestions for leaders. According to him, there is no magic wand to create effective collective thinking. Otherwise, it would already be well and widely known throughout the business community. However, those who are prepared to work on their skills and knowledge can do some things to improve their ability to lead teams to be more effective with collective thinking.

1) Base your leadership and facilitation on a coherent and operational conceptual model of effective collective thinking. That is, learn the science and psychology of team-level thinking to give yourself tools for thinking about,
talking about, and working with this phenomenon.

2) Understand that team-level thinking occurs in addition to high-quality individual thinking. Collective thinking is a phenomenon different from but related to individual thinking; it follows different rules and requires some additional understandings.

3) Teach yourself to pay attention to the team as a whole and not just to individuals or relationships in the team.

4) Build on your intuitive functioning and your awareness of subtleties in human interaction and team-as-a-whole interactions. Both feelings and unconscious processes have a huge impact on collective thinking and, therefore, understanding the hidden dynamics of teams is a prerequisite to working better with team-level thinking.

5) Improve your familiarity with your internal world and habitual patterns of perceiving, believing, and behaving. Being familiar with your own responses to the world improves your chances of noticing and making sense of what is going on around you.

6) Build an organization-wide that is prepared to address the quality of collective thinking. Once it can be spoken about it is possible to deal with many patterns of interaction that reduce the quality of team-level thinking.
KNOWLEDGE GAPS AND NEED OF FUTURE RESEARCH

If nothing else, this literature review has confirmed that we will become more dependent on how we integrate our knowledge. The underlying force driving the development is the increasing knowledge base, which leads to increased complexity, which in turn leads to organizations becoming more dependent on the logic of integrating brains, rather than muscles.

RESEARCH ON DISCRETIONARY BEHAVIOR

Collective intelligence could be called just that, the integration of individual brains or intelligence. In this study, we focus on this process at what we call the micro-system level, that is, the process between identifiable individuals in a specific situation. However, the key role in organizations striving to develop collective intelligence will be played by the individuals, the employees, rather than the micro-systems or the organizations. There are two reasons for this.

First, only individuals can govern the social processes of the micro-systems. The advantage of the micro-system perspective, and one of the overall findings of this report, is that it shows how dependent the process of cognitive coordination is of its parallel, social, process. It is not possible to talk about “integration of knowledge” at micro-system level without having to consider its dependence of social interaction, and to the extent it is possible to talk about “control” of this process, that control will be governed by the individuals, not the organization, nor the leader. So as organizations become more dependent of knowledge processes (such as innovation and intelligence) as oppose to execution of preplanned structures, they will also lose traditional means of power and control. What we need to understand more of, but from an organizational perspective, is how to work with and influence the social processes of micro-systems, which in their fundamental character, are both local and discretionary to the individuals, as well as in many respects private.

Second, only individuals can add the coordination of self-organization. From an intelligence perspective, organizations of today have too much focus and reliance of central control (government through structure). This is of course a result of the “machine paradigm”, that according to Liang, has been dominating our reasoning in relation to organizations for the last 200 years. However, if there is one thing this report can conclude, it is that collective intelligence at micro-system level is a complex phenomenon in which all the involved individuals will have influence on the dynamics of the process and, hence, the outcome or results. Both practice and theory tell us that a single individual can hold unproportioned positive or negative influence in a group as well as in organizations, and it is estimated that about 3-5% of the employees do about 20-35% of the value-adding coordination of organizations (Cross, Rebele, & Grant, 2016). Intelligence in organizations will ultimately be a process of self-organization, or discretionary coordination, since intelligent acts can’t be planned in a dynamic environment. They can be prepared, so this is not to take away the importance of structures and plans, but the final adjustments and adoptions of actions in relation to reality must be executed in situ, in micro-systems. Individual behavior, like OCB or discretionary behavior, has been neglected in favor of studies of leaders and their behavior (Grint, 2005), but as this report shows, establishment of highly intelligent groups seems to be mainly a local phenomenon and challenge. It is the result of a number of different factors, of which organizations and leaders control only a few. From this perspective, much-needed research would address how organizations can support the development of employees who are locally skillful in contributing to collective intelligence. If 3-5% of the employees seems to know a lot about the secrets in how you do this, and how to act accordingly, we need to understand what it is they do, how they act, what can be learned and copied, how could we train others in this, what are the drawbacks, if any, what is reasonable for organizations to expect and work with, and what is private or “out of bounds”. Ultimately, it will be the cooperative skills of the individuals of the organization that decides the average collaborative
ability, and hence the average collective intelligence in the micro-systems. This in turn will decide how much complexity and diversity the organization will be able to manage.

AGREEING ON A MEASURE—THE C-FACTOR?

To support development of organizational tools for local processes, an agreement on measurements would be beneficial. Just as it has been possible to evaluate and foresee a number of individual traits by using g-factor, or IQ, as the common denominator, use of c-factor would serve a purpose in evaluating and comparing results in group research. Such a tool would make it possible to separate the steps of doing research on group intelligence measurements and interventions from research on group performance. If the c-factor establishes similarly strong links with group performance, as g-factor does to individual performance, then analysis of team processes, measurements, interventions, and so forth could be short-circuited to evaluations in terms of c-factor. This would both simplify test procedures and increase comparability between studies. Also, today there is a heavy dependence on experimental studies using student groups in group research. An established c-factor measurement could be one important step toward making research on practical organizations and teams more widespread than today. Maybe this is the most important of the current knowledge gaps, since groups and micro-systems would ultimately need to have the local control and responsibility of expected collective intelligence. Hence, such measurements should be developed to support groups working on their own relations, processes, and abilities.
PRACTICAL IMPLICATIONS

THE INTELLIGENCE SOCIETY

On a macro level, the volume of knowledge, if we can talk about such a thing, is becoming ever larger. That is, the total amount of knowledge that could be used, transferred, and integrated into some form is constantly increasing. The way we deal with this development (and, you could argue, the reason behind it) is specialization. Specialization and technology increase our capacity to store, retrieve, and communicate certain types of knowledge. So far, however, technology cannot create intelligence. What is specialized and distributed also needs to be coordinated, and the process of bringing detailed knowledge into what we call innovation, creativity, and intelligence still rests with the human brain and collective processes at micro level.

Despite this increase in complexity, the paradigm of how we deal with knowledge and communication still tends to follow that of the industrial society and the ideas of the hierarchical machine-like organizations built of “components” such as departments, units, roles and routines. The fundamental issue of this perspective is that knowledge and information are thought to follow designed and planned patterns. The purpose of the machine is to do, not to think, it is to repeat, not adapt. This view on organizations can be summarized to “get as much done as possible” at “as low a cost (high efficiency) as possible.” It does not matter if we are “producing” public health care or distributing food. This creates a “push” economy, in which we both overuse, and constantly lack, resources in relation to demand. It is always about “how much” instead of “what.” Such patterns create unintelligence. It is because it is not built for intelligence, it is built for “doing” what is already planned.

If the conclusion of this report could be summarized in short, it would be the following. Over time, intelligence will be to deal with reality using as complex interpretation of it as is possible to master. We can assume that reality is infinitely complex. No human brain alone, or collectively, will ever be able to understand, and work with, all aspects of it at the same time. If this is true, it must mean that in a given situation, the one who can master the most advanced interpretation (capturing as much as possible of reality) will have the highest potential for acting intelligently over time. The key word is “master”, because it means that the interpretation must remain useful and workable. This is what is meant by the expression “maximum intelligence must be on the verge of chaos”. Adding additional aspects of reality to the interpretation would mean that it is no longer possible to master. For a single individual this border must be in personal cognitive ability. In collective intelligence however, we must add the process of sharing the interpretation. The border will then become dependent not only of cognitive ability, but also of communicative ability, and that in turn will be dependent of the interacting agents (the individuals) collaborative skill.

To represent reality as closely as possible, we need to cover as many aspects of it as we can master. With a group of people, our possibility to use more perspectives, experience, pattern recognition etc. in the interpretation of reality will increase, in theory. It will increase in reality only if we ensure that it is the differences between the individuals that we try to capture. If the group process instead focus on the overlap in knowledge between the individuals, the value of having multiple brains will diminish. We are not only after individual experience, but also of differences in how brains work. Human brains work differently, emphasizing different things, thinking in different sequences and orders, prioritizing differently and so on. So if we summarize collective intelligence on micro-system level, we want as much difference as possible in the human brains (different experience, and different ways of thinking) because difference increase our ability to capture more aspects of reality in our shared interpretation. However, the cost of difference is coordination. From this follows, that if we can increase our capacity for coordination, through individual collaborative skills, we will increase our ability to include and use difference.

If we translate this to organizations, we could say that the organizations that have the most skillful collaborators will be the ones who can uphold the most complex shared representations. That in turn, means that they will have the highest potential for intelligence over time. This is true for all advance knowledge processes, such as innovation and creativity. As of today, most human
work roles use little of the capacity of the human brain, and even less of the potential in collective intelligence. Most work is simply too simple, and our methods for understanding the utilizations of knowledge and human brains are undeveloped. We do not even really understand what we miss. This development has powerful drivers. Society keeps asking for more creativity, and as with the turning of agricultural to the industrial society, the potential is larger than we can understand. The industrial society was dependent on people learning to read and write. As we taught people this, we also released more of their individual potential. Much more than was needed for working in 19th century factories. The development of society could then take giant leaps, caused by this “unintended” education. In the same way the society of intelligence will, by its need for more advanced and skillful cooperators, will have the potential to bring us to new levels of development.

Firstly, since intelligence prioritize difference, we will connect much more difference. When we realize the challenge of connecting difference, and learn how to develop our skills in this, we will of course start connecting thinking and knowledge in a way which never have happened before. As learning to read and write gave the consequence of people sharing ideas in an unprecedented scale, so will connecting different forms of thinking, ideas, patterns etc. We will become connected in a way that we have never been connected before, and this will of course release innovation and creativity in and unprecedented scale.

Second, the means of this must be connectivity, and connecting knowledge in unforeseeable patterns, in much the same way as the brain works with synapses. We cannot know in advance what knowledge needs to be connected. Therefore, we must make all connections possible. We do not know what patterns within one “area of thinking” may inspire another area and its pattern. Hence, we cannot, and should not, rely on predefined communication; or rather, we can, but it should not be enough. In addition to those, and in addition to all other organizational structures, we need the possibility of connecting all the brains within the organization. This would mean a form of short-circuiting between management and employees. The point is that management must have a direct link to all employees, as all employees must have to management, and to each other. It is only when this fundament is in place that an organization can start to realize fully its knowledge potential and intelligence. The technology for this is already in place, and we, as users, are becoming used to the logic of the networking technology, without hierarchical structures, such as Google, Youtube, Facebook, Yammer, Snapchat etc.

Thirdly, not only should individuals be connected, but also the primary points of realizing collective intelligence; the micro-systems. The reason they become key in the intelligence society is that so many of the factors deciding the level of collective intelligence are dependent of the local processes of the micro-systems. The micro-systems therefore contain the basic “volume buttons”, or amplifiers, of collective intelligence in organizations. Below, we will develop our thinking on the language of collective intelligence, the connectivity of collective intelligence, and, finally, the argument that the development of the intelligence society must be that of addition, not replacement. The “game” will become more complex, not replaced by a new one, and definitely not simplified. As will the players, the tactics, the equipment, the training and so forth.

**THE LANGUAGE OF COOPERATION**

To start, we argue that the most important factor in releasing the intelligence society will be the problematizing of micro-systems as being intelligent at different levels. Intelligence is then a way of expressing the utilization of available knowledge resources in relation to the purpose of the organization. We can release this potential only by an agreement among the individuals at micro-system level. So this agreement must be built on how knowledge integration works, and translated into a common language. If knowledge of the alphabet was the prerequisite for the industrial and information society, the understanding of human interaction will be the prerequisite for the intelligence society. By modeling, codifying, and defining the metaprocesses of (1) thinking (as in how the brain works), (2) intelligence (definition, modeling in terms of problem-setting, problemsolving, and so forth) and, finally, (3) human interaction (as in reactions, tendencies, signals, categories), we can make collective intelligence workable for those who influence it, the individuals of the micro-systems.
More important than the models as such, at least initially, will be to have common models at all, through which we can work and discuss, but above all, recognize that this should be a common workable issue. This is the role of the language of cooperation. These first models will be what Heylighen call the stigmergy of collective intelligence, by which the different “thinkers” of the micro-systems can align both their work and their processes.

SHORT-CIRCUITING MANAGEMENT AND EMPLOYEES

It could be argued that the core of intelligence is the ability to bring a “pattern” from one experience into another and to find a relevant use for it. It is the recognition and transferring of patterns from previously unrelated phenomena that can create new perspectives, interpretations etc., which are the foundations of innovation and creativity. Now, by definition such use of patterns cannot be predicted, so we need an architecture allowing for undefined patterns of connectivity. Therefore, in theory, we want it to be possible to establish all possible patterns of communication. In an organization, that would be all employees (and partners to the organization) being able to talk to and connect to any other employee/partner. They would all be potential nodes in catching and transferring patterns from one way of thinking and applying it to another. Based on this report, we argue that the most important nodes of an organization, to create such a platform of unpredicted connectivity, will be the micro-systems. The reason it is the micro-systems rather than the individuals are four:

1) The combination of work division, increasing specialization and the sensitivity of knowledge to local social processes means that it is in the micro-system that organizational challenges will be possible to represent with enough perspectives and aspects. That is where most organizational issues (in need of intelligence) will be dealt with.

2) It is only in micro-system where levels of intelligence higher than that of the best individuals can be reached, and since organizations will strive to maximize intelligence, they will have to change from reaching for the current best-person strategy (trying to create “best” organization by hiring the best persons to predefined roles) to a best-micro-system strategy (trying to create the highest performing micro-systems based on both predefined and unexpected knowledge integration).

3) Human beings tend to be more motivated to change their behavior in groups, or in this case, in the local micro-system contexts in which they are operational, and organizations in the intelligence society will be changing and adapting constantly.

4) Following the arguments of Gantt and Agazarian, the micro-systems are also the most efficient point of intervening in the organization. Using the arguments of the authors, it is the natural node for influence both at organizational and individual level, since the “change” only has to travel through one layer. With today’s capacity for communication, there should no need for additional hierarchical levels from a communication point of view.

Hence, micro-systems will be the relevant organizational object from which to design connectivity.

ADD RATHER THAN REPLACE

Concluding this report, a final point should be that we are developing a more advanced way of playing, not creating a new game. What is meant by this is that changes like those implied here tend to make us think of old structures being replaced by new ones. Here, it is argued that this would be a mistake. Organizations of today have certain structure because they have made sense (at least a lot of them). The old dominating problem was that of organizing economies of scale. This is still an issue requiring attention. From economies of scale comes efficiency, cost reductions, and so forth. However, it is no longer the dominant problem. In addition to it, we have the issue of intelligence. Economies of scale, left to themselves, risk creating unintelligence, but that does not mean that they are of no interest and it does not make them obsolete. What we need are additional structures, layers of connectivity, objectives, purposes, and so on in organizations, not less. Old truths still hold. Now, this will make things more complicated, but so it is. The world is becoming more complicated
every day. Luckily, we have armies of unused intellectuals—today employed for work that uses only a fraction of their potential—ready to deal with this.
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<table>
<thead>
<tr>
<th>Group pattern</th>
<th>Learning</th>
<th>Knowledge system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goyal &amp; Akhilesh: general ability: cognitive intelligence, emotional intelligence, and social capital</td>
<td>Heylighen: self-organization: Collective intelligence as result of such processes</td>
<td></td>
</tr>
<tr>
<td>Gantt and Agazarian: a system-centered model of emotional intelligence</td>
<td>Heylighen: “collective mental maps:” mechanism of “stigmergy”</td>
<td></td>
</tr>
<tr>
<td>Druskat and Wolff: emotional intelligence in groups, group norms</td>
<td>Ahearne et al.: lack of consensus: find that the cognitive factor of consensus affects the influence of behavior on performance (LEBs or leadership empowerment behavior)</td>
<td></td>
</tr>
<tr>
<td>Lee, Park, &amp; Lee: group social climate decides whether the competence of the leader will influence group performance</td>
<td>Huber &amp; Lewis: cross-understanding: a group-level compositional construct having as its components each group member’s understanding of each other member’s mental model</td>
<td></td>
</tr>
<tr>
<td>Edmondson: team psychological safety</td>
<td>Van der Vegt &amp; Bunderson: Group identity</td>
<td></td>
</tr>
<tr>
<td>Barczak, Lassk, and Mulki: team trust</td>
<td>Adams and Anantatmula: self-identity and an explanation of how an individual’s social and behavioral tendencies can influence the formation of social identity, group emotion, group mood, and emotional intelligence</td>
<td></td>
</tr>
<tr>
<td>Yoon, Song, Lim, and Joo: culture and collaboration practice at organizational level influence learning and creativity at team level</td>
<td>O’Leary-Kelly et al.: group goalsetting</td>
<td></td>
</tr>
<tr>
<td>Kearney, Gebert, and Voelpel: need for cognition as a moderator of diversity influence</td>
<td>Stewart &amp; Berrick: interdependency</td>
<td></td>
</tr>
<tr>
<td>Gong, Kim, Lee, and Zhu: team goal orientation</td>
<td>Raye: hierarchies: causing problems for the natural flow of information</td>
<td></td>
</tr>
<tr>
<td>Oorschot et al.: information filters: the mixed signals filter, the waterbed filter, and the understaffing filter</td>
<td>Ancona: external relations</td>
<td></td>
</tr>
<tr>
<td>Putnam: social capital: (1) bonding social capital (2) bridging social capital</td>
<td>Weick &amp; Roberts: heedful interrelating in high reliability organizations</td>
<td></td>
</tr>
<tr>
<td>Wong: local learning vs. distal learning</td>
<td>Cooren: heedful interrelating explaining coordination in ordinary organizations</td>
<td></td>
</tr>
<tr>
<td>Okhuysen: self-generated interruptions</td>
<td>Kilduff et al.: early interpretative ambiguity and late heedful interrelating</td>
<td></td>
</tr>
<tr>
<td>Gibson &amp; Vermeulen: subgroup strength</td>
<td>Faraj &amp; Sproull: expertise coordination: bringing expertise to bear</td>
<td></td>
</tr>
<tr>
<td>Huang: team conflicts: task vs. relationship conflicts</td>
<td>Moore and Mamiseishvili: individual emotional intelligence</td>
<td></td>
</tr>
<tr>
<td>Bartlet and Denis: genre rule</td>
<td>Stubbs: team leader emotional intelligence, team level emotional intelligence, and team performance</td>
<td></td>
</tr>
<tr>
<td>Nelson: diversity</td>
<td>Othman et al.: work motivation on the relationship between Emotional Intelligence (EI) factors (Self Emotional Appraisal, Others’ Emotion Appraisal, Regulation of</td>
<td></td>
</tr>
<tr>
<td>Kearney, Gebert, and Voelpel: reward structure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emotion, and Use of Emotion) and team role effectiveness</td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------------------------------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Woolley et al.: average social sensitivity of group members, the equality in distribution of conversational turn-taking, and the proportion of females in the group, in relation to c-factor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shen, Lee, Cheung: we-intention: one’s perception of the group acting as a unit</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Randel &amp; Jaussi: group identity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bunderson: team members’ status cues as indicators of their task expertise</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hurley &amp; Allen: group behaviors that could be connected to process loss and process gains</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lorinkova et al.: empowering versus directive leadership</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boone et al.: internal locus of control (LOC)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bommer and Dierdorff: group-level OCB, individual level OCB, and work performance (Organizational Citizenship Behavior)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table A.1 Overview of references in relation to analytical model
Philip Runsten is a researcher at the Stockholm School of Economics Institute for Research (SIR), where he also earned his Ph.D. with a dissertation on knowledge integration in knowledge intensive teams. His current research focus on collective intelligence in teams and micro-systems. Philip has also been involved in founding and managing several professional service firms in the IT and management sector, such as the consulting firm Influence, where he currently acts as consultant and advisor in organizational development."
The report Team Intelligence; The foundations of intelligent Organizations – A Literature Review, compiles the latest literature in the area of Collective Intelligence. Financed by Vinnova, the report describes different factors contributing to the creation of Collective Intelligence. Furthermore, the report discusses how Collective Intelligence can be developed in groups. The purpose of the report is to create a foundation for future development of tools and methods within the area. The report is available for free download at www.influence.se.